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Introduction

Dear Participant,

On behalf of the Strathclyde Numerical Analysis and Scientific Computing Group, it is our
pleasure to welcome you to the 25th Biennial Numerical Analysis conference. This is the third
time the meeting has been held at Strathclyde, continuing the long series of conferences origi-
nally hosted in Dundee.

The conference is rather unusual in the sense that it seeks to encompass all areas of numerical
analysis, and the list of invited speakers reflects this aim. We have once again been extremely
fortunate in securing, what we hope you will agree is, an impressive line up of eminent plenary
speakers.

The meeting is funded almost entirely from the registration fees of the participants. However,
we are grateful to the EPSRC and Scottish Funding Council funded centre for Numerical Algo-

rithms and Intelligent Software (NAIS) for providing funding for some of the invited speakers
and supporting the attendance of several UK-based PhD students. Additional financial support
for some overseas participants has come from the Dundee Numerical Analysis Fund, started by
Professor Gene Golub from Stanford University in 2007. Finally, we are also indebted to the
City of Glasgow for once again generously sponsoring a wine reception at the City Chambers
on Tuesday evening, to which you are all invited.

We hope you will find the conference both stimulating and enjoyable, and look forward to
welcoming you back to Glasgow again in 2015 to celebrate 50 years of Biennial Numerical
Analysis conferences in Scotland!

Philip Knight
John Mackenzie
Alison Ramage

Conference Organising Committee
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Information for participants

• General. There will be a registration desk in the foyer of the John Anderson building
(building 16 on the campus map, entry on Level 4 from Taylor Street as indicated). The
conference office will be located in the Cluster Manager’s office, room JA412a of the John
Anderson building. The organisers can be contacted there during tea and coffee breaks.

• Accommodation. All rooms are in the Campus Village. Check-out time is 10:00 on day
of departure. On Friday morning, luggage may be left in room JA326.

• Meals. Most meals will be served in the Lord Todd Dining Room (building 26 on the
campus map, entry as indicated). Breakfast is available from 07.30 until 09.00. The times
of lunches and dinners are as indicated in the conference programme. Lunch on Thursday
will be in the Java Cafe in the Sir William Duncan building (no. 18 on the map). A buffet
lunch will be served on Friday in the foyer outside JA325.

• Lecture rooms. These are mainly in the John Anderson building (building 16, enter on
Level 4 from Taylor Street). The main auditorium (JA325) is down one floor from the
main entrance, along with rooms JA314, JA317, JA326 and JA327. The additional rooms
for parallel sessions are JA412 (on the entrance level of the John Anderson building near
the registration desk), JA505 and JA507 (on level 5 in John Anderson) and AR201 (in the
Architecture building, no. 17 on the campus map). These will be signposted.

• Chairing sessions. It is hoped that if you are listed as chairing a session, you will be
willing to help in this way. Minisymposium organisers should organise chairpeople for their
own sessions (including any contributed talks which follow) as appropriate. A break of 5
minutes has been allowed for moving between rooms. Please keep speakers to the timetable!

• Coffee and tea breaks. Coffee and tea will be provided at the advertised times in the
foyer outside JA325.

• Bar. There is a bar in the Lord Todd building (building 26) next to the dining room.

• Reception. A reception for all participants hosted by Glasgow City Council will be held
in the City Chambers on Tuesday 25th June from 20.00 to 21.00. The City Chambers is
marked on the campus map: entry is from George Square.

• Conference dinner. The conference dinner will be held in the Lord Todd Dining Room
on Thursday 27th June at 19.00 for 19:30. The guest speaker will be Professor Des Higham,
University of Strathclyde.

• Book displays. There will be books on display for the duration of the conference in room
JA326.

• Internet Access. Delegates will be provided with a username and password for internet
access at registration. Wireless access is available in all of the meeting rooms and in the
Lord Todd bar/restaurant. Computer terminals will be available from 09:00-17:00 Tuesday-
Thursday in room CV309 of the Colville Building. This room can be accessed from the
John Anderson building (past lecture rooms JA314 and JA317) and will be signposted.

• Sports facilities. Conference delegates can use the University sports facilities (building
3) by obtaining a card from the Student Village Office. The cost of the various facilities
varies.
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Invited Speakers

Assyr Abdulle EPF de Lausanne assyr.abdulle@epfl.ch

Rick Beatson University of Canterbury rick.beatson@canterbury.ac.nz

Pavel Bochev Sandia National Labs pbboche@sandia.gov

Hermann Brunner Memorial University hbrunner@math.hkbu.edu.hk

Monique Dauge University of Rennes monique.dauge@univ-rennes1.fr

Juan Meza University of California jcmeza@ucmerced.edu

Peter Monk University of Delaware monk@math.udel.edu

Dianne O’Leary University of Maryland oleary@cs.umd.edu

Mike Powell University of Cambridge mjdp@damtp.cam.ac.uk

Ian Sloan University of New South Wales i.sloan@unsw.edu.au

Tao Tang Hong Kong Baptist University ttang@hkbu.edu.hk

Jared Tanner University of Oxford tanner@maths.ox.ac.uk
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Abstracts of Invited Talks

Numerical homogenization methods: beyond a
story of sand

Assyr Abdulle (EPF de Lausanne)

Starting with the famous constitutive law for the flow
of a fluid through a column of sand proposed by Henry
Darcy in the mid 18th century, we will discuss the vari-
ous scales hidden in such a physical process and briefly
introduce the notion of homogenization.

We will then present recent developments in the de-
sign and analysis of numerical homogenization meth-
ods. In particular, we will discuss reduced order mod-
eling for the numerical homogenization of nonlinear
problems and adaptive multiscale methods that cou-
ple Stokes and Darcy problems.

Radial basis functions applications and theory

Rick Beatson (University of Canterbury)

In common with many fields within numerical anal-
ysis and approximation theory, radial basis functions
is a continuum of questions (and answers) of different
types. These may be function theoretic, algorithmic,
computational, or may be directly connected with a
particular application.

In this talk I will start at the applied end with a selec-
tion of applications of radial basis functions. The em-
phasis will be on several applications connected with
applied geology. Radial basis functions have been very
successful in these applications where the data is typ-
ically scattered and sparse.

The latter part of the talk will concern work of a more
function theoretic nature. I will discuss sufficient con-
ditions for a zonal kernel to be strictly positive defi-
nite on the sphere Sd−1. Such kernels lead to interpo-
lation systems which ae uniquely solvable, no matter
the position of the nodes. The sufficient conditions for
positive definiteness, developed in collaboration with
Wolfgang zu Castell and Yuan Xu, lead to families
of compactly supported strictly positive definite zonal
kernels on spheres. There are also dimension hopping
operators which generate smoother positive definite
kernels on Sd−1 from those on Sd+1, or less smooth
positive definite kernels on Sd+1 from those for Sd−1.
The end result is many new members for the zoo of
compactly supported zonal kernels.

Optimization-based modeling - a new strategy
for predictive simulations of multiscale, multi-
physics problems

Pavel Bochev (Sandia National Laboratories)

Optimization-based modeling (OBM) is a “divide-and-
conquer” strategy that decomposes mutiphysics, mul-
tiscale operators into simpler constituent components
and separates preservation of physical properties such
as a discrete maximum principle, local bounds, or
monotonicity from the discretization process. In so
doing OBM relieves discretization from tasks that im-
pose severe geometric constraints on the mesh, or tan-
gle accuracy and resolution with the preservation of
physical properties.

In a nutshell, our approach reformulates a given math-
ematical model into an equivalent multi-objective con-
strained optimization problem. The optimization ob-
jective is to minimize the discrepancy between a tar-
get approximate solution and a state, subject to con-
straints derived from the component physics operators
and the condition that physical properties are pre-
served in the optimal solution. Three examples will il-
lustrate the scope of our approach: (1) an optimization-
based framework for the synthesis of robust, scalable
solvers for multiphysics problems from fast solvers for
their constituent physics components; (2) an optimization-
based Atomistic-to-Continuum (AtC) coupling method;
and (3) optimization-based methods for constrained
interpolation (remap) and conservative, monotone trans-
port.

This talk is based on joint work with Denis Ridzal,
Kara Peterson, Mitch Luskin, Derek Olson, Alex Shapeev,
and Misha Shashkov. This research is supported by
the Applied Mathematics Program within the Depart-
ment of Energy (DOE) Office of Advanced Scientific
Computing Research (ASCR). The work on AtC cou-
pling methods is supported by the ASCR as part of the
Collaboratory on Mathematics for Mesoscopic Model-
ing of Materials (CM4).

Numerical analysis and computational solution
of integro-differential equations

Hermann Brunner (Memorial University of New-
foundland and Hong Kong Baptist University)

Volterra first studied (partial) integro-differential equa-
tions in his papers of 1909 and 1912, and he observed
in the latter that in order to solve such problems “it
is necessary to employ an analysis that is rather dif-
ferent from the one used for differential or integral
equations”. This observation applies equally to the
numerical analysis and the computational solution of
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ordinary and partial Volterra integro-differential equa-
tions (VIDEs), not least because in the mathematical
modelling of hereditary phenomena these equations
often occur in non-standard forms. I will describe typ-
ical examples of such integro-differential equations in
the first part of my talk. This will be followed by a
brief review of theoretical aspects of important classes
of time-stepping schemes (collocation methods; dis-
continuous Galerkin methods and their hp-versions;
methods based on convolution quadrature) for ordi-
nary and partial VIDEs. In the last part of the talk I
shall describe some recent approaches to the computa-
tional solution of non-standard VIDEs and show that
many challenging problems remain to be addressed.

Old and New on eigenvalues of the Schur com-
plement of the Stokes operator

Monique Dauge & Martin Costabel (University of
Rennes)

The lowest eigenvalue of the Schur complement of
the Stokes operator coincides with the square of the
inf-sup constant of the divergence, also called LBB
constant (after Ladyzhenskaya, Babuska and Brezzi).
This quantity receives much attention in the litera-
ture. Most of available results are for two dimensional
domains. In a widely know paper [1], Horgan & Payne
relate this constant with the Friedrichs constant and
deduce a simple lower bound for the LBB constant.
This lower bound was popularized as the Horgan &
Payne angle.

We discovered recently that the proof of H&P is flawed.
Later on we found a counter-example founded on the-
oretical and computational arguments. In this talk I
will tell this story, and also some positive results we
were able to prove, improving a recent result by Du-
ran [2] for two-dimensional domains.

This talk is partly based on the preprint [3], and on-
going collaboration with Michel Crouzeix and Yvon
Lafranche (Univ. Rennes 1), Christine Bernardi and
Vivette Girault (Univ. P&M Curie).

[1] C.O. Horgan, L.E. Payne – On inequalities of Korn,
Friedrichs and Babuska–Aziz, Arch. Rat. Mech. Anal.,
82 (1983), 165–179.
[2] R.G. Duran – An elementary proof of the continu-
ity from L20(Ω) to H10(Ω)n of Bogovskii’s right in-
verse of the divergence. Revista de la Unión Matemática
Argentina, 53 (2012), 59–78.
[3] M. Costabel, M. Dauge – On the inequalities of
Babuska-Aziz, Friedrichs and Horgan-Payne, Pre-
publication Rennes, Mars 2013. http://fr.arxiv.org/abs
/1303.6141

Mathematical Challenges and Opportunities in
Energy and the Environment

Juan C. Meza (University of California, Merced)

The current emphasis on reducing our carbon foot-
print to minimize the impact on climate change has re-
sulted in a renewed interest in energy and the environ-
ment. Both of these fields present numerous opportu-
nities for numerical analysts to work in. With the ad-
vance of new mathematical algorithms and high per-
formance computers, we can now study techniques for
reducing our carbon footprint such as carbon capture
and sequestration and new renewable energy sources.
This talk will present an overview of some of the chal-
lenges in the development of alternative energy sources
and their effect on existing systems such as the elec-
tric power grid. These challenges provide an excellent
source of new applications for numerical analysts. I
will discuss one area in detail, the computation of the
electronic structure of materials. The electronic struc-
ture problem is a long-standing problem that can be
used to predict and design materials for many applica-
tions, such as new and more efficient solar cells. I will
present an approach based on an optimization method
that directly minimizes the Kohn-Sham total energy.
Numerical experiments demonstrate that the combi-
nation of this new optimization method is more effi-
cient and robust than previous methods.

The solution of time harmonic wave equations
using complete families of elementary solutions

Peter Monk (University of Delaware)

I shall discuss plane wave methods for approximat-
ing time-harmonic wave equations paying particular
attention to the Ultra Weak Variational Formulation
(UWVF). This method is essentially a Discontinuous
Galerkin method in which the approximating basis
functions are special traces of solutions of the under-
lying wave equation. In the classical UWVF due to
Cessenat and Després, sums of plane wave solutions
are used element by element to approximate the global
solution. For these basis functions, convergence anal-
ysis and considerable computational experience shows
that, under mesh refinement, the method exhibits a
high order of convergence depending on the number
of plane wave used on each element.

I will present recent applications of the UWVF to the
elastic wave equation and to a biharmonic problem.
The latter problem requires the use of both traveling
wave solutions and exponentially varying solutions.

Of course plane wave methods are limited to approx-
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imating problems with piecewise constant (or slowly
varying) parameters. In some applications this is not
realistic and so it is necessary to extend the method
to the case of smoothly varying parameters. I shall
comment on attempts to mitigate this problem also.

Image Restoration and Uncertainty Quantifi-
cation

Dianne P. O’Leary (University of Maryland)

High quality images are essential in scientific discov-
ery, forensics, and medical diagnosis. Images can be
degraded by blur caused by lens or atmospheric ef-
fects, by motion of the subject, or by defective record-
ing devices.

The talk will focus on using ideas from machine learn-
ing and scientific computing to guide us to improved
estimates of the true image and of the uncertainty in
our estimate. The methods include providing evalu-
ation tools, exploiting training data, using Bayesian
estimation, and designing optimal filters.

Some of this work is joint with Julianne Chung, Matthias
Chung, Brianna Cash, and Viktoria Taroudaki.

On the symmetric Broyden formula in opti-
mization calculations

M.J.D. Powell (University of Cambridge)

Let the least value of a function F (x), x ∈ Rn, be
required when second derivatives are not available. It
is helpful to construct and to update a quadratic ap-
proximation Q to F , so that changes to the variables
can be guided by reductions in Q. The symmetric
Broyden method is a highly successful technique for
updating ∇ 2Q using only of magnitude n data, for
example one change in gradient ∇F (x+d)−∇F (x),
which occurs if the step d is taken from x in the space
of the variables. The new model Q interpolates these
data, and the freedom is taken up by minimizing the
Frobenius norm of the change to the second derivative
matrix of the model.

It follows that, if F happens to be quadratic, then
every update that alters ∇ 2Q provides a reduction
in the error ‖∇ 2Q−∇ 2F‖F , where the subscript F

denotes the Frobenius matrix norm. Furthermore, se-
quences of updates give changes to ∇ 2Q that tend
to zero. We investigate these fundamental proper-
ties by numerical experiments when F is a strictly
convex quadratic function whose first derivatives are
available. The changes to x are generated by a trust
region method, which means that each new vector of
variables is an estimate of the vector that minimizes

Q within a certain distance of the best vector so far.
We give particular attention to the magnitudes of the
final values of ‖∇ 2Q−∇ 2F‖F .

The symmetric Broyden formula is useful too without
any derivatives of F . Then second derivative informa-
tion is supplied in the updating of Q by interpolation
to values of F at more than n+1 points, a typical
number of points being 2n+1. Their positions have to
be maintained so that interpolation by a quadratic is
possible for any right hand sides. This is done in the
NEWUOA software of the author, for example. We
compare some numerical results of this software with
the experiments mentioned in the previous paragraph.
Also an extension of NEWUOA that allows general
linear constraints on the variables is addressed briefly.
A feature of all of this software, which allows it to be
applied when there are hundreds of variables and no
sparsity, is that the average amount of routine work
of each iteration is only of magnitude n2.

Lifting the Curse of Dimensionality: Numeri-
cal Integration in Very High Dimensions

Ian H. Sloan (University of New South Wales)

Richard Bellman coined the phrase “the curse of di-
mensionality” to describe the extraordinarily rapid in-
crease in the difficulty of most problems as the number
of variables increases. One such problem is numerical
multiple integration, where the cost of any integration
formula of product type obviously rises exponentially
with the number of variables. Nevertheless, problems
with hundreds or even thousands of variables do arise,
and are now being tackled successfully. In this talk I
will tell the story of recent developments, in which
within a decade the focus turned from existence the-
orems to concrete constructions that achieve the the-
oretically predicted results even for integrals in hun-
dreds or thousands of dimensions and many thousands
of points. The theory has been shaped by applica-
tions, ranging from option pricing to the flow of a
liquid through a porous medium, the latter modelled
by a partial differential equation with a random per-
meability field.

High-Order and Adaptive Time Stepping Meth-
ods for Energy Gradient Flows

Tao Tang (Hong Kong Baptist University)

The phase-field method is very useful for modeling
interfacial phenomena. The key idea of the phase-
field methodology is to replace sharp interfaces by thin
transition regions where interfacial forces are smoothly
distributed. One of the main reasons for the suc-
cess of the phase-field methodology is that it is based
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on rigorous mathematics and thermodynamics. Most
phase-field models satisfy a nonlinear stability rela-
tionship, usually expressed as a time-decreasing free-
energy functional, which is called energy gradient sta-
bility. To obtain accurate numerical solutions of such
problems, it is desirable to use high-order approxi-
mations in space and time. Yet because of the diffi-
culties introduced by the combination of nonlinearity
and stiffness, most computations have been limited
to lower-order in time, and in most cases to constant
time-stepping. On the other hand, numerical simula-
tions for many physical problems require large time
integration; as a result large time-stepping methods
become necessary in some time regimes. To effec-
tively solve the relevant physical problems, the com-
bination of higher-order and highly stable temporal
discretizations becomes very useful. In this talk, we
will describe some adaptive time stepping approach
for phase-field problems, which inherits the energy
gradient stability of the continuous model. Particu-
lar attention will be given to effectively resolve both
the solution dynamics and steady state solutions.

Sparse compressed sensing and matrix comple-
tion

Jared Tanner, Bubacarr Bah & Ke Wei (Univer-
sity of Oxford)

The essential information in large data sets is typi-
cally contained in a low dimensional subspace of the
space in which the data is observed or collected. For
instance, natural images are highly compressible in
standard wavelet bases and many matrices are well
approximated by a low rank approximation. Prior
knowledge that the data has an underlying simplic-
ity allows data to be acquired at a rate proportional
to the information content as opposed to the ambi-
ent space in which the data is represented. Namely,
signals/images which are known to be compressible in
a given basis can be fully recovered from their inner
product with few random vectors, and matrices which
are low rank can be determined from a subset of their
entries. We discuss recent advances in these topics of
compressed sensing and matrix completion, focusing
on maximally sparse sampling operators and recovery
using algorithms that directly solve the natural non-
convex formulation of these questions. In particular,
we present provable bounds for expander graphs suit-
able for compressed sensing measurements and show
preliminary evidence that simple alternating projec-
tion algorithms can efficiently recover low rank ma-
trices with the number of measurements approaching
their respective degrees of freedom.
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Minisymposia abstracts

Minisymposium M1

Recent Advances in Big Data Problems

Organisers

Martin Takáč and Rachael Tappenden

Doubly Parallelized Coordinate Descent

Olivier Fercoq & Peter Richtárik (University of Ed-
inburgh)

We study the combination of two ways of paralleliz-
ing the randomized coordinate descent method. The
first one is the Parallel Coordinate Descent Method [1]
where several coordinate descent iterates are performed
in parallel in order to get a larger objective decrease
at each iteration. The second one is Monte Carlo par-
allelization, successfully applied to stochastic gradi-
ent in [2], where we perform several times in parallel
the same randomized algorithm in order to reduce the
probability that the sequence of random iterates re-
sults in finding the solution in many more iterations
than what is most of the time observed. Combining
the two parallelizations gives the Doubly Parallelized
Coordinate Descent Method.

Let K̃(τ, q) denote the iteration complexity of a par-
allel randomized optimization algorithm to obtain an
ǫ-solution with probability at least 1 − q when using
τ processors and suppose we have T processors. The
question we are studying in this paper is to search for
the fastest of all the allocations of these T processors
to obtain an ǫ-solution with probability at least 1− ρ
with ρ ≤ q. This can be formulated as an optimization
problem on the set of divisors of T :

min
r|T

K̃(T/r, ρ1/r) .

We show that there exists an allocation of processors
among the two levels of parallelism, that gives the
smallest theoretical complexity for the Doubly Par-
allelized Coordinate Descent Method. Depending on
the problem at stake, both approaches may be com-
petitive, or a nested parallelism may be better.

Then we present an experimental insight on the allo-
cation of processors among both levels of parallelism.
We show that the actual behaviour of the algorithm is
of course related to its theoretical complexity but that
the optimal allocation of processors for fastest actual
decrease can be different than the optimal allocation
for smallest theoretical iteration complexity.

Finally, we present a simple model of communication
delays within a cluster of computers that shows that
the longer communication delays, the more Monte Carlo
parallelism should be considered.

[1] Peter Richtarik and Martin Takac. Parallel co-
ordinate descent methods for big data optimization
problems. arXiv:1212.0873, November 2012.
[2] Martin Zinkevich, Markus Weimer, Alex Smola,
and Lihong Li. Parallelized stochastic gradient de-
scent. Advances in Neural Information Processing
Systems, 23(23):19, 2010.

Randomized lock-free methods for minimizing
partially separable convex functions

Peter Richtárik & Martin Takáč (University of Ed-
inburgh)

We develop and study the iteration complexity of a
class of randomized parallel lock-free (asynchronous)
first-order methods applied to the problem of minimiz-
ing a partially separable convex function. Our meth-
ods are especially well suited for big data optimization
applications.

In special cases our generic algorithm reduces to par-
allel gradient descent, parallel stochastic gradient de-
scent, parallel randomized block coordinate descent
and Hogwild! [1]. In all cases our results are the
first complexity estimates for lock-free variants of the
methods, with the exception of Hogwild!, which was
analyzed before, and for which we give vastly im-
proved complexity results.

We contrast the approach with the efficiency of syn-
chronous parallel coordinate descent methods [2] ap-
plied to the same problem.

[1] F. Niu, B. Recht, C. Re, and S. Wright, Hogwild!:
A lock-free approach to parallelizing stochastic gradi-
ent descent, NIPS 2011.
[2] P. Richtárik and M. Takáč, Parallel coordinate de-
scent methods for big data optimization, arXiv:1212:0873,
2012.

Alternating maximization: unifying framework
for 8 sparse PCA formulations and efficient
parallel codes

Martin Takáč & Peter Richtárik & Selin Damla Ahipaşaoğlu
(University of Edinburgh)

Given a multivariate data set, sparse principal com-
ponent analysis (SPCA) aims to extract several linear
combinations of the variables that together explain
the variance in the data as much as possible, while
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controlling the number of nonzero loadings in these
combinations. In this paper we consider 8 different op-
timization formulations for computing a single sparse
loading vector; these are obtained by combining the
following factors: we employ two norms for measur-
ing variance (L2, L1) and two sparsity-inducing norms
(L0, L1), which are used in two different ways (con-
straint, penalty). Three of our formulations, notably
the one with L0 constraint and L1 variance, have not
been considered in the literature. We give a unifying
reformulation which we propose to solve via a natural
alternating maximization (AM) method. We show the
the AM method is nontrivially equivalent to GPower
(Journée et al; JMLR 11:517–553, 2010) for all our
formulations. Besides this, we provide 24 efficient
parallel SPCA implementations: 3 codes (multi-core,
GPU and cluster) for each of the 8 problems. Paral-
lelism in the methods is aimed at i) speeding up com-
putations (our GPU code can be 100 times faster than
an efficient serial code written in C++), ii) obtain-
ing solutions explaining more variance and iii) dealing
with big data problems (our cluster code is able to
solve a 357 GB problem in about a minute).

Inexact coordinate descent

Rachael Tappenden & Jacek Gondzio & Peter Richtárik
(University of Edinburgh)

In this work we consider the problem of minimizing
a convex composite function using a new randomized
block coordinate descent method that uses an “inex-
act” update. We present convergence guarantees for
the algorithm in the form of iteration complexity re-
sults. Furthermore, we discuss the use of iterative
techniques to determine the inexact update, as well
the use of preconditioning for further acceleration.

Applications of domain decomposition to topol-
ogy optimization

James Turner & Michal Kočvara & Daniel Loghin
(University of Birmingham)

Topology optimization can be viewed as part of the
important branch of computational mechanics known
as structural optimization. When modelling such prob-
lems, there is a perpetual need for increasingly accu-
rate conceptual designs, with the number of degrees of
freedom used in obtaining solutions continually rising.
This impacts heavily on the overall computational ef-
fort required by a computer and it is therefore natural
to consider alternative possibilities. One approach is
to consider parallel computing and, in particular, do-
main decomposition.

In this talk, I will discuss the application of domain de-

composition to a typical topology optimization prob-
lem via an interior point approach. This method has
the potential to be carried out in parallel and can
therefore exploit recent developments in the area.

We discuss a novel multilevel approach to Subset Sim-
ulation where the failure regions are computed on a
hierarchy of finite element meshes. We report numer-
ical experiments with a simple 1D displacement prob-
lem and illustrate properties of the new method.

Joint work with Iason Papaioannou (Engineering Risk
Analysis Group, TU Mnchen).

Alternating minimization method for matrix
completion

Ke Wei (University of Oxford)

The problem of recovering a low rank matrix from
its partial entries - also known as matrix completion
- arises in a wide variety of practical context, such
as model reduction, pattern recognition,and machine
learning. From the pioneer work of Candes and Recht,
the problem has received intensive investigations. Al-
though it is generally a NP-hard problem, there have
been many computationally efficient algorithms for it,
including the algorithms based on the matrix mani-
fold. In this talk we will present an alternating mini-
mization method and its invariant for matrix comple-
tion problem. We will see that how the alternating
scheme enables us to take advantage of the sparse
structures of the problem, which makes it efficient
even as a first order method. Typically it could re-
cover low rank matrix with 10000 × 10000 by several
seconds when OS is around 4. We will compare our
algorithms with other solvers, such as, LMaFit [1],
LRGeomCG [2], on both random problems and real
images. At last, as a non-convex programming, we
will show that the limit points of the sequences gen-
erated by the algorithm are stationary points.

[1] Z. Wen and W. Yin and Y. Zhang, Solving
A Low-Rank Factorization Model for Matrix Comple-
tion by A Nonlinear Successive Over-Relaxation Al-
gorithm. Mathematical Programming Computation,
2012.
[2] B. Vandereycken, Low-rank matrix completion by
Riemannian optimization. submitted.

Minisymposium M2

Scientific Software and HPC

Organisers

Timo Betcke and Andreas Dedner
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Adapting DUNE’s Parallel Algebraic Multigrid
to Hybrid Architectures

Markus Blatt (HPC-Simulation-Software & Services)

When solving elliptic or parabolic partial differential
equations (PDEs) most of the computation time is of-
ten spent in solving the arising sparse linear systems.
Therefore highly scalable optimal solvers for such sys-
tems are mandatory in HPC simulation codes. Besides
domain decomposition methods the most scalable and
fastest methods are multigrid methods. These can
solve sparse linear systems with optimal or nearly op-
timal complexity, i.e. at most O(N logN) operations
for N unknowns.

In this talk we will investigate the design of the alge-
braic multigrid (AMG) solver within the “Distributed
and Unified Numerics Environment” (DUNE) and its
scalability on supercomputers with hundreds of thou-
sands of cores.

Solving sparse linear system is mostly limited by the
available memory bandwidth. Based on this fact we
discuss possibilities to increase performance and the
extension of the method to hybrid architectures. Pos-
sible consequences on software design occurring en
route will be explored.

A hybrid-algorithm parallelisation approach for
the solution of 3D problems

Alessandro Bolis & Spencer J Sherwin (Imperial
College London)

The fast development of super-computers forces soft-
ware designers to make a continuous effort to keep
algorithms up-to-date and able to exploit all the ben-
efits coming from hardware innovation. In the last
decade investigations of numerical schemes, paralleli-
sation paradigms and algorithms efficiency have been
fundamental to push the limits forward.

Nektar++ is a C++ library providing support for the
solution of partial differential equations using high-
order methods. Combining the flexibility of an ele-
mental tessellation with the accuracy of spectral ap-
proximations, Nektar + + is equipped with various
algorithmic components to solve 3D problems. A sen-
sible usage of these components can be employed to
tune the code to achieve higher levels of parallelism.
Parallelisation approaches and numerical discretisa-
tion techniques are encapsulated within C++ classes
in Nektar++. This flexibility facilitates ad hoc selec-
tions of one or more combined algorithms, allowing the
optimised usage of the provided hardware character-
istics for the solution of a specific problem. The abil-

ity to select the most appropriate numerical method
or parallelisation approach plays a relevant role in
the parallelisation efficiency portability and, at the
same time, provides a solid base for exploiting pos-
sible new hardware features. Typical variables char-
acterising a super-computer like latency, bandwidth,
cache and available memory per node, can be pushed
to their limits selecting the most suitable numerical
technique/s. An immediate consequence of this ap-
proach is an optimal usage of the computational re-
sources, reducing computational time and costs.

A common scenario in many engineering applications
is a 3D problem which needs to be solved with a de-
sired accuracy. Within a 3D spectral/hp element dis-
cretisation we can can play with various parameters to
keep an optimal balance of computations/communications
and memory usage. The number of degree of freedoms
(i.e. the resolution) is proportional to both the number
of elements and the spectral expansion order. Proper
combinations of these two parameters can maximise
the efficiency of a mesh decomposition technique on a
given machines, preserving the desired accuracy. Ap-
plying a 3D hybrid discretisation (a 2D spectral/hp
element method combined with a pure spectral dis-
cretisation), we can also select which type of paralleli-
sation we want to implement. The parallelisation of
the pure spectral expansion generally requires the pas-
sage of fewer and bigger messages compared to a mesh
decomposition technique. Depending on the hardware
features and on the degrees of freedom ratio between
the elemental and spectral discretisation, one paral-
lelisation approach may outperform the other. Fur-
thermore, a sensible combination of them could be
the most efficient choice and it can be used to amplify
the scalability limit.

A practical example of how this philosophy applies
to problems of engineering and scientific interest is
the DNS of a turbulent flow. Common practice is to
gain benefits from a new architecture (larger number
of CPUs) increasing the number of degrees of freedom,
which allows the investigation of higher Reynolds num-
bers. Although this weak scalability is still very use-
ful for turbulent simulations, it may not always be of
practical interest. We present scalability tests we per-
formed on the Imperial College parallel cluster using
Nektar + +. In these tests we solve the 3D Navier-
Stokes equations for two different turbulent flows us-
ing the hybrid discretisation method previously men-
tioned (selecting Fourier as the pure spectral basis).
Our studies highlight how the two possible parallel ap-
proaches yield to different results in terms of efficiency
and scalability. We also show that the combination of
these two parallel algorithms allows strong scalability
beyond the natural bottlenecks given by the mesh size
and the number of Fourier modes.
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Explicit methods and HPC : DG for meteoro-
logical applications

Andreas Dedner (University of Warwick)

In this talk we will introduce a dynamic core for lo-
cal weather predication based on the Discontinuous
Galerkin method. The method is implemented within
the Dune software framework (www.dune-project.org).
It allows the simulation of the compressible multi species
Navier Stokes equations on general 3D meshes in par-
allel. Special mechanisms are included to allow the
simulation of advection dominated ow and for includ-
ing local grid adaptation. We will demonstrate that
the code allows for efficient, highly scalable parallel
simulations.

Meteorological simulations are often based on the com-
pressible Euler or Navier- Stokes equations. One im-
portant aspect of these schemes is the importance of
accu- rately resolving the advective time scales while
diffusive time scales (and other fast scales) do not have
to be accurately tracked. Therefore some explicit or
semi-implicit time stepping scheme is often used. Ex-
tra precautions have to be taken to allow these meth-
ods to scale to thousands of processors. In this talk
some of the approaches we used will be described.

To prove the effectiveness and effciency of our Dune
base numerical core, we com- pare it with the dynam-
ical core of the COSMO local area model. COSMO is
an operational code, used by many weather services.
This comparison was performed in cooperation with
the German Weather Service. We compare the perfor-
mance of the very different cores based on a number
of standard meteorological benchmarks.

Investigating the convergence of asynchronous
iterative methods

Nick Dingle & Iain Bethune & Mark Bull & Nick
Brown & Nicholas Higham & James Hook (Univer-
sity of Manchester)

When solving large sparse systems of linear equations
in parallel with synchronous iterative techniques, it
is necessary to exchange newly-computed vector ele-
ments between processors at every iteration. This talk
will describe current work on developing and analysing
asynchronous iterative algorithms that avoid time con-
suming synchronous communication operations and
thus allow execution to proceed without having to wait
for new data to arrive. We present theoretical results
supported by practical experimentation.

Tsunami simulation using the OP2 parallel frame-
work

Mike Giles, Endre László, Gihan Mudalige & István
Reguly, Serge Guillas, Carlo Bertolli & Paul Kelly
(University of Oxford)

OP2 is a framework which has been developed at Ox-
ford and Imperial College for the parallel execution of
unstructured grid applications on distributed-memory
systems using either CPUs or GPUs [1],[2],[3],[4]. The
central idea is to separate a high-level specification of
an unstructured grid application from the details of
its implementation on modern architectures. In this
way, an application developer obtains the benefits of
simplicity, performance and code longevity, with the
OP2 team taking responsibility for the efficient im-
plementation on a variety of multi-core and manycore
architectures.

In this talk, we will give an overview of the OP2
API through which a user specifies the application,
and the code transformation which is performed au-
tomatically to generate CUDA code for execution on
NVIDIA GPUs. As an example, we will discuss its use
for the parallelisation of the VOLNA tsunami simula-
tion code.

[1] M.B. Giles, G.R. Mudalige, Z. Sharif, G. Markall,
and P.H.J. Kelly. Performance analysis and optimi-
sation of the OP2 framework on many-core architec-
tures. Computer Journal, 55(2):168–180, 2012.
[2] M.B. Giles, G.R. Mudalige, B. Spencer, C. Bertolli,
and I. Reguly. Designing OP2 for GPU architectures.
IEEE Journal of Parallel and Distributed Computing,
online, 2012.
[3] G.R. Mudalige, M.B. Giles, C. Bertolli, and P.H.J.
Kelly. Predictive modeling and analysis of OP2 on dis-
tributed memory GPU clusters. ACM SIGMETRICS
Performance Evaluation Review, 40(2):61–67, 2012.
[4] G.R. Mudalige, M.B. Giles, I. Reguly, C. Bertolli,
and P.H.J. Kelly. OP2: An active library framework
for solving unstructured mesh-based applications on
multi-core and many-core architectures. In Innova-
tive Parallel Computing (InPar ’12). IEEE, 2012.
[5] D. Dutykh, R. Poncet, and F. Dias. The VOLNA
code for the numerical modeling of tsunami waves:
Generation, propagation and inundation. European
Journal of Mechanics - B/Fluids, 30:598–615, 2011.

Energy efficiency aspects of high performance
computing for PDEs

Dominik Göddeke (TU Dortmund)

Power consumption and energy efficiency are becom-
ing critical aspects in the design and operation of large
scale HPC facilities, and it is unanimously recognised
that future exascale supercomputers will be strongly
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constrained by their power requirements. At current
electricity costs, operating an HPC system over its
lifetime can already be on par with the initial de-
ployment cost. These power consumption constraints,
and the benefits a more energy-efficient HPC plat-
form may have on other societal areas, have moti-
vated the HPC research community to investigate the
use of energy-efficient technologies originally devel-
oped for the embedded and especially mobile mar-
kets. However, lower power does not always mean
lower energy consumption, since execution time often
also increases. In order to achieve competitive per-
formance, applications then need to efficiently exploit
a larger number of processors. In this talk, we dis-
cuss how applications can efficiently exploit this new
class of low-power architectures to achieve compet-
itive performance. We evaluate if they can benefit
from the increased energy efficiency that the architec-
ture is supposed to achieve. The applications that
we consider cover three different classes of numeri-
cal solution methods for partial differential equations,
namely a low-order finite element multigrid solver for
huge sparse linear systems of equations, a Lattice-
Boltzmann code for fluid simulation, and a high-order
spectral element method for acoustic or seismic wave
propagation modelling. We evaluate weak and strong
scalability on a cluster of 96 ARM Cortex-A9 dual-
core processors and demonstrate that the ARM-based
cluster can be more efficient in terms of energy to solu-
tion when executing the three applications compared
to an x86-based reference machine.

Multiscale simulation: an emerging approach
for solving complex scientific problems

Derek Groen, James Suter, James Hetherington,
Stefan Zasada, Rupert Nash, Miguel Bernabeu & Pe-
ter Coveney (University College London)

Multiscale simulations are increasingly common in a
wide area of scientific disciplines. The concept of hav-
ing multiple models form a single scientific simulation,
with each model operating on its own spatiotemporal
scale, gives rise to a range of new challenges. Multi-
scale simulations often require interdisciplinary scien-
tific expertise to construct, as well as new advances
in reliable and accurate model coupling methods, and
new approaches in multi-model validation and error
assessment. In addition, executing multiscale simula-
tions requires new modes of computing and commu-
nication, often involving distributed scenarios where
multiple models are required to start simultaneously
and intercommunicate at runtime.

In this talk I will reflect on the recent developments
in multiscale simulations and modelling, and provide
details on how this mode of computing stands apart

from many other approaches. I will also present two
multiscale problem that we work on at the Centre for
Computational Science.

The first problem involves molecular systems of mont-
morillonite clay and polymers, where we use multi-
scale parametrization and coarse-graining techniques
to investigate the properties of these composite mate-
rials. The second simulation involves modelling cere-
brovascular blood flow. Here we incorporating input
from the wider environment in a cerebrovascular net-
work by coupling a 1D discontinuous Galerkin model
to a 3D lattice-Boltzmann model.

Relevant publications include:
Groen et al., accepted by IEEE CiSE: http://arxiv.org/
abs/1208.6444
Groen et al., Interface Focus: http://rsfs.royalsociety
publishing.org/content/3/2/20120087.short
Suter et al., MRS 2012: http://journals.cambridge.org/
abstract S1946427412010093

Sparse Communication Avoiding Pivoting

Jonathan Hogg & Jennifer Scott (STFC Rutherford
Appleton Laboratory)

On future machines communication will be the most
expensive operation that algorithms seek to avoid as
computation is spread across many cores. Recent de-
velopments in dense linear algebra focus on communi-
cation avoiding algorithms, particularly for pivoting.
However the ideas and methods cannot be ported di-
rectly to sparse solvers as their design does not con-
sider fill-in, which still needs to be avoided.

We present a new technique called subset threshold
pivoting that seeks to extend the traditional sparse
threshold pivoting algorithms in a way that reduces
the amount of communication required. Two variants
are considered: (1) a pessimistic version that guar-
antees pivoting tests will always be met, and (2) an
optimistic heuristic that works most of the time with
a back-tracking mechanism for when it gets things
wrong.

Boundary-element calculations with BEM++

Wojciech Śmigaj, Simon Arridge, Timo Betcke &
Martin Schweiger (University College London)

BEM++ (http://www.bempp.org) is a general-purpose,
open-source C++/Python library for calculations with
the boundary element method (BEM), developed since
October 2011 at the University College London. It
aims to be a high-performance, versatile tool avail-
able free of charge for both academic and commercial
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purposes.

The upcoming version 2.0 of BEM++ makes it possi-
ble to solve the Laplace, Helmholtz and Maxwell equa-
tions in three dimensions. Numerical integration is
used to evaluate Galerkin discretisations of integral
operators defined on surfaces represented with trian-
gular meshes, managed by means of the DUNE library.
Discretised operators can be stored as dense matri-
ces or, thanks to an interface to the well-established
AHMED library, as H-matrices. The assembly of H-
matrices can be done using several variants of the
adaptive cross approximation (ACA) algorithm. Users
can easily implement custom integral operators. Time-
critical operations, such as matrix assembly or H-
matrix-vector multiplication, are parallelised for shared-
memory machines using Intel Threading Building Blocks.

Objects representing discretised boundary-integral op-
erators implement the abstract linear-operator inter-
face defined by the Thyra module from the Trilinos
library. As a result, users of BEM++ have direct ac-
cess to the wide range of iterative solvers provided by
Trilinos. Evaluation of potentials in space (away from
object boundary) is supported and, like boundary op-
erator discretisation, can be accelerated with ACA.

A distinguishing feature of BEM++ is its Python in-
terface. Although the core of the library is written in
C++, the Python wrappers allow users to rapidly de-
velop BEM codes and easily visualise and postprocess
results of their calculations. The goal of scriptability
affects the overall design of BEM++, favouring dy-
namic rather than static polymorphism.

At the conference, we will present the design and cur-
rent functionality of BEM++ and discuss plans for its
further development.

Minisymposium M3

Numerical Analysis Software in Industry

Organisers

Stephen Hendry and Ramaseshan

Kannan

Accessible algorithms and usable software

Jon Cherrie & Tanya Morton (MathWorks)

When writing software to perform numerical analy-
sis, emphasis is often placed on accuracy and ensuring
that the code runs as efficiently as possible. This is
not enough for many people. Shared or production
code requires a certain amount of functional design
from the perspective of the user (scientist, student,

software engineer) — if we want people to use our
software, we must make it usable. In this talk, I will
discuss some design considerations to make complex
algorithms more accessible.

Implementing Algorithms for the NAG Library

Edvin Deadman (NAG Ltd)

In this talk I will explain how an algorithm goes from
pseudocode in an academic paper to a robust and effi-
cient implementation in the NAG Library. I will talk
about floating-point arithmetic, accuracy, parallelism
and some of the common pitfalls and issues that are
encountered when writing numerical software.

Using PLASMA in the NAG library

Joseph Dobson (NAG Ltd)

Modern processor architecture requires linear algebra
software to have a new algorithmic and software engi-
neering approach to better exploit the ever increasing
parallelism. One library taking a novel approach is
PLASMA, which implements the functionality of LA-
PACK using task based parallelism. This talk looks
at how we are embedding PLASMA inside the NAG
library, a numerical library containing 1700 routines
heavily reliant heavily on linear algebra. We will con-
sider the issues that have arisen such as interoper-
ability with other parallel code as well as discussing
potential performance gains.

Domain decomposition methods applied to prob-
lems in structural analysis

Stephen Hendry (Arup)

Methods of domain decomposition are well established
in finite element problems, and substructuring in struc-
tural problems. In many cases the need for a sub-
structuring approach has reduced as more memory
has been available and so direct solutions of the full
matrix have been the dominant approach. However
with the advance of multi-core processors there is a
renewed interest in methods which give a way of split-
ting the problem into smaller chunks which can be
handled in parallel. This paper looks at substructur-
ing and FETI method and their applicability to struc-
tural analysis problems. Two particular aspects are
considered: the applicability of the methods to static,
dynamic and buckling analysis and the scope for reuse
of substructures/sub-domains.

Using eigenvectors to detect and fix ill condi-
tioning in structural finite element matrices
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Ramaseshan Kannan & Nicholas J. Higham & Françoise
Tisseur (University of Manchester)

Finite element models in structural engineering can
become ill conditioned due to a variety of reasons,
including user errors such as modelling oversights or
data entry mistakes. The presence of ill condition-
ing can lead to numerical inaccuracies in structural
analysis results. In this work we demonstrate how
the eigenvectors of the stiffness matrix have interest-
ing properties that help us identify the cause of ill
conditioning and how we use this information as a di-
agnostic tool. Our technique has been implemented in
commercial FE software and we illustrate its efficacy
by examples of real life structural models that it was
used on.

The effects of plasticity on the condition num-
ber of the stiffness matrix

P. Smith, A. Ramage & A.M. Sonnet (University of
Strathclyde)

In geotechnical finite element analysis, iterative solvers
are generally preferred to direct solvers and, for larger
problems, iterative solvers provide the only econom-
ical way for calculating solutions on a desktop PC.
In practice, the speed of convergence of an iterative
solver can often be increased dramatically by using
a suitable preconditioner. However, the wide range
of elasto-plastic constitutive models and the changing
nature of the equations during the analysis make effec-
tive preconditioning particularly difficult in geotechni-
cal analyses.

Knowledge of the eigenvalue spectrum of the stiff-
ness matrix is helpful in designing effective precondi-
tioners. In this talk, we will study the eigenvalues
of the stiffness matrix when the elasto-plastic con-
stitutive matrix is calculated using a Mohr-Coulomb
model. In particular, we look at the effect on the con-
dition number of the balance between the elastic and
plastic parts of the model. This should provide valu-
able insight for constructing effective preconditioners.

Minisymposium M4

Numerical Approximation of Wave

Propagation Problems

Organisers

Lehel Banjai and Penny Davies

Fast methods for time-domain boundary inte-
gral equations

Lehel Banjai, Maryna Kachanovska & Volker Gruhne
(Heriot-Watt University)

In this talk we will discuss time-domain boundary in-
tegral equations for wave propagation and their dis-
cretization and fast implementation. The discretiza-
tion will be done by convolution quadrature in time
and by the Galerkin boundary element method in space.
The fast implementation will make use of both the
sparsity of the resulting matrices and of their Toeplitz
structure. Further, the fast multipole method will be
used for further savings. Numerical experiments will
support the effectiveness of the presented algorithms.

In even dimensions and in the presence of damping
(or for visco- and poroelastodynamics) the sparsity is
not present in the matrices. We show how techniques
created for parabolic equations can be used to over-
come the lack of sparsity in these cases.

Solving time-domain wave problems with BEM++

T. Betcke & S. Arridge & J. F.-C. Chan & Y. Guo
& P. Monk & W. Śmigaj (University College London)

BEM++ (www.bempp.org) is a novel library for the
solution of boundary integral formulations of Laplace,
Helmholtz and Maxwell problems. The library itself
is built on a fast C++ core and offers a convenient
Python interface. In this talk we will present the
development of a time-domain module for BEM++
based on Convolution Quadrature methods. Perfor-
mance and parallelisation of the time-domain module
will be discussed and several interesting examples for
acoustic and electromagnetic problems presented.

Convolution-in-time approximations of time de-
pendent boundary integral equations (TDBIEs)

Dugald B Duncan & Penny J Davies (Heriot-Watt
University)

We present a new framework for the temporal approx-
imation of TDBIEs which can be combined with either
collocation or Galerkin approximation in space. It
shares some properties of convolution quadrature, but
instead of being based on an underlying ODE solver
the approximation is explicitly constructed in terms
of basis functions which have compact support, and
hence has sparse system matrices.

The time-stepping method is derived as an approxima-
tion for convolution Volterra integral equations (VIEs):
at time step tn = nh the VIE solution is approxi-
mated in a “backward time” manner in terms of ba-
sis functions φj by u(tn − t) ≈

∑n
j=0 un−jφj(t/h)

for t ∈ [0, tn]. When the basis functions are cubic
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B-splines with the “parabolic runout” conditions at
t = 0 the method is fourth order accurate, and nu-
merical test results indicate that it gives a very stable
approximation scheme for acoustic scattering TDBIE
problems.

A posteriori error bounds for explicit and im-
plicit methods for the wave equation

M Georgoulis (University of Leicester)

The class of second degree cosine methods, also known
as the Newmark family of numerical methods for wave
problems is used extensively in practical computa-
tions. This family includes the very popular explicit
leap-frog method for a particular choice of method pa-
rameters. This work is concerned with the derivation
of optimal order a posteriori error bounds for time-
discretizations based on second degree cosine meth-
ods. A key argument is a carefully selected pertur-
bation of the original leapfrog method, retaining the
optimal order of convergence, while simultaneously al-
lowing for second order time-reconstructions, thereby
retaining the order of the method. This is based on
joint work with O. Lakkis (Sussex) and Ch. Makri-
dakis (Crete).

Hybrid numerical-asymptotic approximation for
high frequency scattering by penetrable convex
polygons

Samuel Groth & David Hewett & Stephen Lang-
don (University of Reading)

We consider the two-dimensional problem of scatter-
ing of a time-harmonic wave by a penetrable convex
polygon Ω with boundary ∂Ω. We wish to determine
the total field u1 in the exterior domain D and the
total field u2 within the polygon such that

∆u1 + k2
1u1 = 0, in D, (1)

∆u2 + k2
2u2 = 0, in Ω, (2)

u1 = u2 and
∂u1

∂n
=
∂u2

∂n
, on ∂Ω, (3)

where k1, k2 ∈ C are the wavenumbers in D and Ω, re-
spectively, with Re(k1),Re(k1) > 0 and Im(k1), Im(k2) >
0, and n denotes the unit vector normal to ∂Ω directed
into D.

Standard numerical methods for scattering problems,
using piecewise polynomial approximation spaces, re-
quire a fixed number of degrees of freedom per wave-
length in order to represent the oscillatory solution.
This leads to prohibitive computational expense in
the high frequency regime. For problems of scatter-
ing by impenetrable scatterers, where there is just

one wavenumber k, much work has been done on de-
veloping and analysing hybrid numerical-asymptotic
(HNA) methods (see [1]) which overcome this limita-
tion. These HNA methods approximate the unknown
boundary data v in a boundary element method frame-
work using an ansatz of the form

v(x, k) ≈ v0(x, k)+
M
∑

m=1

vm(x, k) exp(ikψm(x)), x ∈ Ω,

(4)
where the phases ψm are chosen using knowledge of
the high frequency asymptotics. The expectation is
that if v0 (the geometric optics) and ψm are chosen
well, then vm will be much less oscillatory than v and
so can be more efficiently approximated by piecewise
polynomials than v itself.

This talk discusses the challenging task of general-
ising the HNA methodology to so-called “transmis-
sion problems” involving penetrable scatterers, as in
(1)–(??). The main difficulty in this generalisation is
that the high frequency asymptotic behaviour is sig-
nificantly more complicated than for the impenetra-
ble case. In particular, the boundary of the scatterer
represents an interface between two media with differ-
ent wavenumbers, and so we expect to need to mod-
ify the ansatz (4) to include terms oscillating at both
wavenumbers.

We discuss how appropriate phases are chosen in the
penetrable case using high frequency asymptotics and
hence show how effective HNA approximation spaces
can be constructed for this problem. Moreover, we
demonstrate, via comparison with a reference solu-
tion, that these HNA approximation spaces can ap-
proximate the highly oscillatory solution of the trans-
mission problem accurately and efficiently at all fre-
quencies. Full details can be found in [2].

[1] S. N. Chandler-Wilde, I. G. Graham, S. Langdon
and E. A. Spence, Numerical-asymptotic boundary in-
tegral methods in high-frequency acoustic scattering,
Acta Numerica (2012),
pp. 89–305.
[2] S. P. Groth, D. P. Hewett and S. Langdon, Hy-
brid numerical-asymptotic approximation for high fre-
quency scattering by penetrable convex polygons, sub-
mitted for publication, University of Reading preprint
MPS-2013-02.

Locally enriched finite element method for 3D
elastic wave problems

O. Laghrouche & M. S. Mahmood & & A. El-Kacimi
& J. Trevelyan (Heriot-Watt University)

Our aim is to develop finite elements, for three di-
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mensional elastic wave problems, capable of contain-
ing many wavelengths per nodal spacing.

In the current work, the concept of the PUFEM for
2D [1],[2] will be extended to the three dimensional
time-harmonic elastic wave model. To the authors’
knowledge, only very few work have addressed the en-
richment approximation in context of 3D elastic wave
problem. Generally, the displacement field in 3D is ap-
proximated also via the superimposing horizontal (P-
wave) and vertical (S-wave) displacements. This de-
composition is expanded using plane wave basis func-
tions, corresponding to these displacements, with re-
spect to many directions. However, the crucial differ-
ences of 3D in comparison to 2d are: Even though in
(2D) there is only one orthogonal vector associated to
each component of the vertical displacement(S-wave),
in (3D) it is required two orthogonal vectors, to the
horizontal vector, for each component to capture the
vertical displacement. Furthermore, in two dimen-
sions the directions are easy to calculated whether in
uniform or nonuniform distribution, this is not the
case in three dimensional problem. Then the issue
that raises here is how to generate uniform and nonuni-
form directions. Here, the focus is set on the uniform
case. For this purpose a simple approach depend on
the cubic distribution has been explored to generate
a relatively uniform directions.

Such approach will allow us to relax the traditional re-
quirement of around ten nodal points per wavelength
and therefore solve elastic wave problems without re-
fining the mesh of the computational domain at each
frequency. The accuracy and effectiveness of the pro-
posed technique will be determined by comparing so-
lutions for selected problems with available analyti-
cal solutions and/or to high resolution numerical so-
lutions using conventional finite elements.

[1] El Kacimi A and Laghrouche O. Numerical Mod-
elling of Elastic Wave propagation in Frequency Do-
main by the Partition of Unity Finite Element Method.
International Journal for Numerical Methods in Engi-
neering, 77: 1646-1669, 2009.
[2] El Kacimi A and Laghrouche O. Improvement of
PUFEM for the numerical solution of high frequency
elastic wave scattering on unstructured triangular mesh
grids. International Journal for Numerical Methods in
Engineering, 84: 330-350, 2010.

A modified spectral element method for effi-
cient time-stepping for the acoustic wave equa-
tion

Mark Payne (Heriot-Watt University)

The Spectral Element Method, a Finite Element for-

mulation designed for time dependent wave problems,
produces a diagonal mass matrix which eliminates the
need for linear solvers at each time step. To obtain
higher order accuracy in time it is normal for schemes
such as the modified equation approach to be used.
However, these approaches involve the multiple appli-
cation of the spatial matrix operator which increases
the time per time step.

In this talk we introduce the formulation of an im-
proved method which maintains accuracy at main node
points with only one application of the spatial matrix
operator. By focusing on only the accuracy at the
main node points we can eliminate the sub-nodes to
produce a multi-level finite difference scheme, through
analysis of which we can find coefficients which cancel
the errors between time and space discretisations and
so produce Spectral Element like schemes with only
one spatial operator application.

Shifted Laplace DDM preconditioners for the
Helmholtz equation

J. D. Shanks, P.N. Childs & I.G. Graham (Uni-
versity of Bath)

We consider iterative methods for solving the Helmholtz
equation with motivation coming from applications in
seismic imaging. When solving the Helmholtz equa-
tion on an infinite domain, one can consider as a model
problem the following boundary value problem on a fi-
nite domain Ω,

−∆u− k2u = f, in Ω ⊂ R
d, for d = 2, 3,

(

∂

∂n
− ik

)

u = 0, on ∂Ω, (5)

where k is the wavenumber, f is some source, ∂
∂n de-

notes the normal derivative, and where the impedance
condition on ∂Ω is an approximation of the exact
far field condition. Once this is discretised with fi-
nite elements, we solve the linear system AU = f ,
where the matrix A is complex, symmertric but highly
non-Hermitian. Because of the latter property, con-
ventional iterative methods can fail to converge so it
is necessary to precondition the linear system before
solving using an iterative method such as GMRES.
Some recent research has focused on preconditioning
this system with the discretisation of the following
complex shifted problem,

−∆u−
(

k2 + iǫ
)

u = f, in Ω ⊂ R
d, for d = 2, 3,

(

∂n − i
√

k2 + iǫ
)

u = 0, on ∂Ω, (6)

which we shall call AǫU = f . This idea was used by
Erlangga and others used solves with the Restricted
Additive Schwarz method to approximate A−1

ǫ . The
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choice of ǫ so that Aǫ is a good preconditioner for A
and also so that iterative methods for approximating
A−1

ǫ work well is a delicate business. In this talk we
will discuss an optimised Schwarz domain decomposi-
tion algorithm for this problem. This can also be used
as a preconditioner for the original Helmholtz equa-
tion. An analysis of the algorithm will be presented
along with numerical results.

Is the Helmholtz equation really sign-indefinite?

Euan A. Spence & Andrea Moiola (University of
Bath)

The usual variational (or weak) formulations of the
Helmholtz equation are sign-indefinite in the sense
that the bilinear forms cannot be bounded below by
a positive multiple of the appropriate norm squared.
This is often for a good reason, since in bounded do-
mains under certain boundary conditions the solution
of the Helmholtz equation is not unique at certain
wavenumbers (those that correspond to eigenvalues of
the Laplacian), and thus the variational problem can-
not be sign-definite. However, even in cases where the
solution is unique for all wavenumbers, the standard
variational formulations of the Helmholtz equation are
still indefinite when the wavenumber is large. This in-
definiteness has implications for both the analysis and
the practical implementation of finite element meth-
ods.

In this talk I will discuss new sign-definite (also called
coercive or elliptic) formulations of the Helmholtz equa-
tion posed in either the interior of a star-shaped do-
main with impedance boundary conditions, or the ex-
terior of a star-shaped domain with Dirichlet bound-
ary conditions. Like the standard variational formula-
tions, these new formulations arise just by multiplying
the Helmholtz equation by particular test functions
and integrating by parts.

B-spline FEM approximation of wave equation

Hongrui Wang & Mark Ainsworth (University of
Strathclyde)

The use of high order splines for the approximation
of PDEs has recently attracted a lot of attention due
to the work of Hughes [1 ]. However, it is as yet un-
clear how these methods perform as the order of ap-
proximation is increased on a fixed mesh. We analyse
this problem in the setting of the wave equation and
present rigorous convergence results. We also show
how the methods can be implemented efficiently and
analyse their stability.

[1 ] John A. Evans, Yuri Bazilevs, Ivo Babuska, and

Thomas J.R. Hughes. N-widths, sup-infs, and opti-
mality ratios for the k-version of the isogeometric fi-
nite element method. Computer Methods in Applied
Mechanics and Engineering, 198:1726 – 1741, 2009.

Minisymposium M5

Numerical Methods for Layer

Phenomena

Organiser: Torsten Linß

Linear Finite Elements may be only First-Order
Pointwise Accurate on Anisotropic Triangula-
tions

Natalia Kopteva (University of Limerick)

It appears that there is a perception in the finite-
element community that the computed-solution error
in the maximum norm is closely related to the corre-
sponding interpolation error.

While an almost best approximation property of finite-
element solutions in the maximum norm has been
rigourously proved (with a logarithmic factor in the
case of linear elements) for some equations on quasi-
uniform meshes, there is no such result for strongly-
anisotropic triangulations. Nevertheless, this percep-
tion is frequently considered a reasonable heuristic
conjecture to be used in the anisotropic mesh adapta-
tion.

In this talk, we give a counterexample of an anisotropic
triangulation on which

• the exact solution is in C∞(Ω̄) and has a second-
order pointwise error of linear interpolationO(N−2),

• the computed solution obtained using linear fi-
nite elements is only first-order pointwise ac-
curate, i.e. the pointwise error is as large as
O(N−1).

Here the maximum side length of mesh elements is
O(N−1) and the global number of mesh nodes does
not exceed O(N2).

Our example is given in the context of a singularly
perturbed reaction-diffusion equation, whose exact so-
lution exhibits a sharp boundary layer. Both standard
and lumped-mass cases are addressed. A theoretical
justification of the observed numerical phenomena is
given by the following lemma (which is established us-
ing a finite-difference representation of the considered
finite element methods).

Suppose Ω ⊃ Ω̊, where the subdomain Ω̊ := (0, 2ε) ×
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(−H,H) with the tensor-product mesh {xi = ε i
N0

}2N0

i=0×

{−H, 0, H}. Various triangulations T̊ in Ω̊ can be ob-
tained by drawing diagonals in each rectangle (as for
each rectangle ABCD one can use either the diagonal
AC or BD).

Lemma. Let u = e−x/ε be the exact solution of the
equation −ε2△u+u = 0, subject to a Dirichlet bound-
ary condition, posed in a domain Ω ⊃ Ω̊, a triangula-
tion T in Ω be such that T ⊃ T̊ , and U be the com-
puted solution obtained using linear finite elements.
For any positive constant C2, there exist a triangu-
lation T̊ and sufficiently small constants C0 and C1

such that if N−1
0 ≤ C1 and ε ≤ C2H, then

max
Ω̄

|U − u| ≥ C0N
−1
0 .

Similar phenomena will be also discussed in the con-
text of singularly perturbed convection-diffusion equa-
tions.

Maximum-norm a posteriori error estimates for
parabolic equations

Torsten Linß & Natalia Kopteva (Fern Universiät)

For classical and singularly perturbed parabolic equa-
tions, we present maximum norm a posteriori error es-
timates that, in the singulaly perturbed regime, hold
uniformly in the small perturbation parameter. The
parabolic equations are discretised in time using the
backward Euler method, the Crank-Nicolson method
and the discontinuous Galerkin dG(r) method. Both
semidiscrete (no spatial discretation) and fully dis-
crete cases will be considered. The analysis is based
on elliptic reconsturcions and elliptic a posteriori error
estimates.

A boundary layer preconditioner for a singu-
larly perturbed problem

Niall Madden & Scott MacLachlan (NUI Galway)

We consider the problem of computing numerical solu-
tions to a singular perturbed two-dimensional reaction-
diffusion problems posed on the unit square. Using a
finite difference scheme on a layer adapted mesh, one
can obtain an approximation for which the associated
error bound depends only on the discretization pa-
rameter, N , and not on the perturbation parameter,
ε. Of course this process also requires that a linear
system of equations be solved. We investigate if this
can be done in a way that is robust with respect to
the perturbation parameter.

It has been shown that, surprisingly, standard direct

solvers exhibit poor scaling behaviour when solving
the resulting linear systems. We consider, instead, a
new block-structured preconditioning approach, and
compare its efficiency with some standard multigrid
preconditioners.

Pointwise accuracy of numerical approximations
to the scaled partial derivatives of the solutions
to singularly perturbed elliptic problems.

E. O’Riordan & J. L. Gracia (Dublin City Univer-
sity)

The solutions of singularly perturbed problems typ-
ically contain steep gradiants in narrow regions of the
domain, often referred to as layer regions. Layer adapted
meshes, such as piecewise-uniform Shishkin meshes or
Bakhvalov meshes, have been designed to concentrate
a significant proportion of the mesh points into these
layer regions and thereby generate pointwise globally
accurate piecewise–polynomial approximations to the
continuous solution, irrespective of the size of the sin-
gular perturbation parameter. An additional feature
of these layer-adapted meshes is that accurate approx-
imations to the first derivative of the solution can
be easily generated. For a singularly perturbed ellip-
tic partial differential equation of convection-diffusion
type, we discuss some issues related to the appropri-
ate scaling of the first order derivatives and outline a
proof of the parameter-uniform convergence of the dis-
crete partial derivatives for a numerical method con-
sisting of an upwinded finite difference operator on a
piecewise-uniform Shishkin mesh.

Experiments with a Shishkin Algorithm for a
Singularly Perturbed Quasilinear Parabolic Prob-
lem with a Moving Interior Layer.

Jason Quinn (Dublin City University)

In [G.I. Shishkin, Difference Approximation of the Dirich-
let Problem for a Singularly Perturbed Quasilinear
Parabolic Equation in the Presence of a Transition
Layer, Russian Acad. Sci. Dokl. Math., (1994) 48(2)
346-352.], Shishkin presented and analysed a numer-
ical method for the following type of singularly per-
turbed parabolic problem

(εuxx − uux − bu− ut)(x, t) = f(x, t),

(x, t) ∈ G := (−1, 1) × (0, T ]

b(x, t) ≥ 0, (x, t) ∈ Ḡ, u(x, t) = φ(x, t), (x, t) ∈ Ḡ\G,

φ(0, t) > 0, φ(1, t) < 0, φ(d, 0) = 0, φ = φ0 +φ1,

‖φ0
′‖ ≤ C, |

∂k

∂xk
φ1(x, t)| ≤ Cε−ke−C1|d−x|/ε,

1 ≤ k ≤ 5, (x, t) ∈ Ḡ \G.
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We implement this method and present numerical re-
sults to illustrate the convergence properties of the
method in practice.

Convergence in balanced norms for reaction-
diffusion problems

Martin Schopf & Hans-Görg Roos, (Technical Uni-
versity of Dresden)

Error estimates of finite element methods for reaction-
diffusion problems are often realized in the related en-
ergy norm. In the singularly perturbed case, however,
this norm is not adequate: It is too weak to capture
the boundary layers. The multiplier of its H1 semi-
norm component is too small. We refer to this norm
as unbalanced since different components of it have
different orders of magnitude.

A different scaling of the H1 seminorm leads to a
balanced and stronger norm. This one reflects the
layer behaviour correctly. We give a survey on meth-
ods providing error estimates in balanced norms and
show how these can be obtained for the Galerkin finite
element method.

A priori bounds for a variable-coefficient ellip-
tic convection-diffusion problem

Martin Stynes & Natalia Kopteva (National Uni-
versity of Ireland, Cork)

In the two papers

• Corner singularities and boundary layers in a
simple convection-diffusion problem, J. Differ-
ential Equations 213 (2005), no. 1, pp.81-120

• Sharpened bounds for corner singularities and
boundary layers in a simple convection-diffusion
problem, Appl. Math. Lett. 20 (2007), no. 5,
pp.539-544

Kellogg and Stynes derived pointwise bounds on the
derivatives of solutions to a convection-diffusion prob-
lem posed on the unit square, where the differential
operator was of constant-coefficient type and the data
satisfied an arbitrary number of compatibility condi-
tions at the corners of the domain. These bounds
gave precise information about the interactions be-
tween boundary layers (caused by the singularly per-
turbed nature of the problem) and corner singularities
(caused by corner incompatibilities in the data), and
were used subsequently by various researchers in the
numerical analysis of finite difference and finite ele-
ment methods for this class of problems.

In this talk, a critical aspect of the extension of these

results to convection-diffusion operators with variable
coefficients will be discussed.

Minisymposium M6

Fast and Accurate Uncertainty

Quantification

Organisers

Catherine Powell and Rob Scheichl

Fast and accurate uncertainty quantification (UQ)

Sondipon Adhikari (Swansea University)

The study of numerical methods for solving PDEs
with deterministic data is mature in many applica-
tion areas. Recently, there has been an explosion
of research into numerical methods for solving PDEs
with uncertain data. Such data is often modelled as
stochastic processes or random fields and we look to
numerical methods that quantify the uncertainty in
the solution, given a statistical model for the data.
Until recently, most of this research has focused on
the model elliptic problem, with random coefficients.
Now, also more interesting PDE problems e.g. the
Navier-Stokes equations, are starting to be tackled.

Techniques such as Monte Carlo methods, stochastic
Galerkin methods and stochastic collocation methods,
lead to interesting and extremely challenging linear al-
gebra problems. Sampling methods ultimately lead to
a sequence of systems (often many thousands, or even
hundreds of thousands) with the dimension of a deter-
ministic problem. The challenge lies not only in ex-
ploiting the obvious levels of parallelism, but also the
similarity of the systems. On the other hand, projec-
tion schemes like stochastic Galerkin methods, which
often have superior convergence properties, couple de-
terministic and stochastic degrees of freedom, and re-
quire the solution of an extremely large matrix system.
Such matrices are usually highly structured. Here, the
challenge lies in solving the system without assembling
it, by exploiting the Kronecker product structure and
again exploiting (less obvious) levels of parallelism.
This mini-symposium focuses on efficient linear alge-
bra, fast solvers and preconditioners in UQ studies of
a range of PDEs and systems of PDEs.

Convergence analysis for multilevel variance es-
timators in Multilevel Monte Carlo Methods
and application for random obstacle problems

Alexey Chernov & Claudio Bierig (University of
Bonn)

The Multilevel Monte Carlo Method (MLMC) is a re-
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cently established sampling approach for uncertainty
propagation for problems with random parameters.
Under certain assumptions, MLMC allows to estimate
e.g. the mean solution and k-point correlation func-
tions at essentially the same overall computational
cost as the cost required for solution of one forward
problem for a fixed deterministic set of parameters.

However, in many practical applications estimation of
the variance (along with the mean) is the main goal
of the computations. In this case the variance can
be potentially computed from correlation functions in
the post-processing step. This approach has two draw-
backs:

1. Optimal complexity approximation of correla-
tion functions involves quite cumbersome sparse
tensor product constructions. It is desirable to
avoid it if the variance is the aim of the compu-
tation.

2. Computation of the variance from the 2-point
correlation function is prone to numerical insta-
bility, specially in the case of small variances.

Much less is known about direct estimation of the
variance, potentially overcoming these difficulties. In
this talk we present new convergence theorems for the
multilevel variance estimators. As a result, we prove
that under certain assumptions on the parameters, the
variance can be estimated at essentially the same cost
as the mean, and consequently as the cost required for
solution of one forward problem for a fixed determinis-
tic set of parameters. We comment on fast and stable
evaluation of the estimators suitable for parallel large
scale computations.

The suggested approach is applied to a class of scalar
random obstacle problems, a prototype of contact be-
tween deformable bodies. In particular, we are in-
terested in rough random obstacles modelling contact
between car tires and variable road surfaces. Numeri-
cal experiments support and complete the theoretical
analysis.

A Bayesian Approach to Shape Registration

Simon Cotter & Colin Cotter & F.-X. Viallard (Uni-
versity of Manchester)

With the advent of more advanced prenatal scanning
technologies, there is a need for diagnostic tools for
certain congenital conditions. This problem amounts
to finding the distance in shape space between a nois-
ily observed scan of a particular organ, be it brain or
heart etc, and a library of shapes of organs from ba-
bies that had particular conditions.

We frame the problem as a Bayesian inverse prob-
lem on function space, where the functions of inter-
est relate to the geodesic flow fields that deform one
shape into the other. This is analogous to finding
the velocity field in a Lagrangian data assimilation
problem. Using regularity results regarding the for-
ward problem, we identify minimal-regularity priors
in order to make the inverse problem well-posed. We
then present some numerics for simple 2D examples on
closed curves, which show how the posterior distribu-
tions on function space can be sampled using MCMC
methods. This allows us to estimate the distance in
shape space between the two objects, and to quantify
the uncertainty in that estimation.

Variational Smoothing Filters for Sequential In-
verse Problems

Chris Farmer (University of Oxford)

Given a system model, a model of any measuring ap-
paratus that relates states to observations, and a prior
assessment of uncertainty, the probability density of
subsequent system states, conditioned upon the his-
tory of the observations is a logical consequence of
the models and the values of the observations.

When observations are made at discrete times, it is
known that the evolving probability density is a solu-
tion of the Bayesian filtering equations. This talk will
examine the consequences of seeking to approximate
the evolving probability density using a Gaussian mix-
ture (i.e. a sum of Gaussian densities). In general
this leads to a sequence of optimisation problems and
related high-dimensional integrals. There are other
problems too, related to the necessity of using a small
number of densities in the mixture, the requirement to
maintain sparsity of any matrices and the need to com-
pute first and, somewhat disturbingly, second deriva-
tives of the misfit between predictions and observa-
tions. Adjoint methods, Taylor expansions, Gaussian
random fields and Newton’s method can be combined
to, possibly, provide a solution. This approach is es-
sentially a combination of filtering methods and ’4-D
Var’ methods.

Some progress has now been made which will be ex-
plained, and the remaining severe difficulties described.
The generalised Lorenz-96 equations, where in addi-
tion to the variables, many unknown parameters are
also present, will be used as an example. Results will
be presented that indicate that when the equations
are correct and the uncertainty is quantified with suf-
ficient accuracy, one can retrieve (i) an estimate of the
variables with very few observations upon them and
(ii) a posterior density for the variables and parame-
ters which has lower uncertainty than at the start of
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the process. One is led to conjecture that the near op-
timal solution of an inverse problem, when performed
in a Bayesian setting, contains much valuable infor-
mation that is usually missed.

Quasi-Monte Carlo finite element methods for
elliptic PDEs with log-normal random coeffi-
cients

Ivan G. Graham (University of Bath)

In this talk we describe quasi-Monte Carlo (QMC)
methods for computing the expectations of function-
als of solutions of elliptic PDEs, with coefficients de-
fined as log-normal Gaussian random fields. As we see,
these methods outperform conventional Monte Carlo
methods for such problems. Our main target applica-
tion is the computation of several quantities of phys-
ical interest arising in the modeling of fluid flow in
random porous media, such as the effective perme-
ability or the exit time of a plume of pollutants. Such
quantities are of great interest in uncertainty quantifi-
cation in areas such as underground waste disposal.

There is considerable practical interest in the case of
relatively high variance and low correlation length,
leading to high stochastic dimension. In this case
Monte Carlo is currently the method of choice but,
as we demonstrate, QMC methods are more effective
and efficient for a range of parameters and quantities
of interest.

We will briefly describe a practical algorithm [1], in-
cluding some numerical results involving very high di-
mensions. Then we will give an overview of some re-
cent theoretical advances [2] which in particular iden-
tify circumstances under which the convergence of the
QMC method is independent of stochastic dimension.

[1] I. G. Graham, F. Y. Kuo, D. Nuyens, R. Sche-
ichl, and I. H. Sloan, Quasi-Monte Carlo methods
for elliptic PDEs with random coefficients and ap-
plications, J. Comp. Physics, April 4th 2011. DOI:
10.1016/j.jcp.2011.01.023.
[2] I.G. Graham, F.Y. Kuo, J.A. Nichols, R. Scheichl,
Ch Schwab and I.H. Slona, Quasi-Monte Carlo finite
element methods for elliptic PDEs with log-normal
random coefficients, submitted.

Evaluation of Gaussian approximations to Bayesian
inverse problems in subsurface models

Marco A. Iglesias & Kody J.H. Law and Andrew
Stuart (University of Warwick)

We discuss the numerical evaluation of Gaussian ap-
proximations to the posterior distribution that arises

in Bayesian data assimilation for reservoir character-
ization. In particular, we evaluate (i) linearization
around the maximum a posterior estimate, (ii) ran-
domized maximum likelihood, (iii) ensemble Kalman
filter and its variants (e.g. square root filter and local-
ization). For our evaluation, we use a state-of-the art
Markov Chain Monte Carlo (MCMC) method to ac-
curately characterize the posterior distribution of the
log-permeability conditioned to dynamic data. There-
fore, MCMC provides a gold standard against which
to compare the performance of the Gaussian approx-
imations in terms of mean and variance. Our evalua-
tions are performed on 2D synthetic experiments with
relevant prototypical reservoir models.

Stochastic Finite Element Method for dynam-
ical systems with random boundary topology

Abhishek Kundu (Swansea University)

Random boundary topology is an important source of
uncertainty in many computational mechanics prob-
lems. This might occur due to lack of control in man-
ufacturing process, insufficient data, measurement er-
rors or a combination of these factors. They become
significant in problems which are sensitive to bound-
ary topology (such as high speed flow problems or fu-
ture generation of structural materials for advanced
applications). On the other hand, parametric uncer-
tainty in material properties is another source of ran-
domness and have been dealt with significant rigor and
generality within the scope of classical stochastic finite
element analysis. However, the consideration of ge-
ometric uncertainty expressed as domain boundaries
within a computational mechanics framework has re-
ceived rather less attention. Surface roughness has
been quantified in various fields using methods rang-
ing from simple parametrization of surface inhomo-
geneities to using fractals for representing the pertur-
bations in the domain. Here we have chosen the ran-
dom field model to quantify the uncertainty in bound-
ary topology. The aim of this work is to integrate the
treatment of parametric and boundary uncertainties
in a generic fashion within a stochastic spectral finite
element method.

A discrete version of Karhunen-Loève Expansion is
proposed here which utilizes finite element nodal points
to expand the random field with a set of orthogonal
spatial basis functions and a finite order chaos expan-
sion. The truncated random field representation has
been incorporated within the stochastic weak formula-
tion and applied to probabilistic mechanics problems
with random parameters and boundary conditions.
Random boundary topology leads to the necessity of
using stochastic shape functions in a tensor product
space. The random Jacobian matrix which maps the
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elements in the FE mesh to its master element, gives
rise to non-linear stochastic functions. This has been
tackled within the framework of stochastic spectral
Galerkin method. A-posteriori error estimation has
been performed to highlight the convergence behavior
of the discretized mathematical model with the or-
der and dimension of the stochastic and spatial shape
functions respectively. The study demonstrates an
efficient scheme of tackling boundary uncertainty in
general irregular domain with a variety of covariance
function descriptions of the random field.

Low Rank Solution of Unsteady Diffusion Equa-
tion with Stochastic Coefficients

A. Onwunta, M. Stoll and P. Benner (Max Planck
Institute for Dynamics of Complex Technical Systems)

We study the solution of linear systems resulting from
the discreitization of unsteady diffusion equation with
stochastic coefficients. In particular, we focus on those
systems that are obtained using the so-called stochas-
tic Galerkin finite element method (SGFEM). These
systems are usually very large with Kronecker product
structure and, thus, solving them can be both time-
and computer memory-consuming. Under certain as-
sumptions, we show that the solution of such linear
systems can be approximated with a vector of low
tensor rank. We then solve the linear systems using
low rank preconditioned iterative solvers. Numerical
experiments demonstrate that these low rank precon-
ditioned solvers save time and computer memory.

A new variance reduction technique for multi-
level Monte Carlo methods
coarse grid variates

Minho Park, Andrew Cliffe & Mike Giles (Univer-
sity of Nottingham),

Multilevel Monte Carlo (MLMC) methods have been
used in a range of stochastic differential equation ap-
plications. The merit of MLMC is that it can achieve
the same asymptotic cost for stochastic problems as
for deterministic problems. However, a larger constant
in the estimate for the computational complexity is
generally required.

In this talk we introduce a new and effective vari-
ance reduction technique, called coarse grid variates
(CGV), to be used to improve the MLMC conver-
gence. We then present numerical results showing the
combination of MLMC and CGV can achieve the same
accuracy of results at substantially smaller computa-
tional cost. Moreover, we will also address how to
extend this technique to the realisations conditioned
on observed data.

Efficient Solvers for Steady-State Navier–Stokes
Equations with Random Data

Catherine E. Powell & David Silvester (University
of Manchester)

We consider the numerical solution of the steady-state
Navier–Stokes equations with uncertain data. Specif-
ically, we treat the case of uncertain viscosity, which
results in a flow with an uncertain Reynolds number.
After linearization, we apply a stochastic Galerkin
mixed finite element method, combining standard inf-
sup stable Taylor–Hood approximation on the spatial
domain with orthogonal polynomials in the stochastic
parameter. This yields a sequence of non-symmetric
saddle-point problems with Kronecker product struc-
ture.

Using existing deterministic software, based on the so-
called Pressure Convection-Diffusion and Least-Squares
Commutator approximations, we introduce efficient
block triangular preconditioners for the discrete sys-
tems. Theoretical analysis reveals that the precondi-
tioners are robust with respect to the discretization
and statistical parameters and numerical results are
presented for standard test problems. These include
‘flow over a backward-facing step’ and ‘flow around an
obstacle’, which require highly stretched grids on the
spatial domain.

Multilevel Markov Chain Monte Carlo with Ap-
plications in Subsurface Flow

Robert Scheichl, C. Ketelsen & A.L. Teckentrup
(University of Bath)

One of the key tasks in many areas of subsurface
flow, most notably in radioactive waste disposal and
oil recovery, is an efficient treatment of data uncer-
tainties and the quantification of how these uncertain-
ties propagate through the system. Similar questions
arise also in other areas of science and engineering
such as weather and climate prediction or manufac-
turing. The mathematical challenge associated with
these questions is the solution of high-dimensional
quadrature problems with integrands that involve the
solution of PDEs with random coefficients. Due to
the heterogeneity of the subsurface and the complex-
ity of the flow, each realisation of the integrand is very
costly and so it is paramount to make existing uncer-
tainty quantification tools more efficient. Recent ad-
vances in Monte Carlo type methods, based on deter-
ministic, Quasi–Monte Carlo sampling rules and mul-
tilevel approaches, provide unprecedented opportuni-
ties for accurate uncertainty analyses in realistic three-
dimensional subsurface flow applications. In this talk
we show how the multilevel framework can also be ex-
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tended to Monte Carlo Markov chain (MCMC) meth-
ods, allowing for uncertainty reduction by condition-
ing on measured data via Bayesian techniques. In par-
ticular, we present a multilevel Metropolis-Hastings
algorithm including a complete analysis. As in the
earlier work, the analysis reduces to classical ques-
tions in regularity and finite element approximation
error analysis. We can show significant gains over the
standard Metropolis-Hastings estimator for a typical
model problem in subsurface flow. Numerical exper-
iments confirm the analysis and demonstrate the ef-
fectiveness of the method with consistent reductions
of a factor of O(10− 50) in the ε-cost for tolerances ε
around 10−3.

A posteriori error estimation for stochastic
Galerkin approximation

David Silvester & Alex Bespalov & Catherine Pow-
ell (University of Manchester)

Stochastic Galerkin finite element approximation is
an increasingly popular approach for the solution of
elliptic PDE problems with correlated random data.
Given a parametrisation of the data in terms of a large,
possibly infinite, number of random variables, this ap-
proach allows the original PDE problem to be refor-
mulated as a parametric, deterministic PDE on a pa-
rameter space of high, possibly infinite, dimension. A
typical strategy is to combine conventional (h-) finite
element approximation on the spatial domain with
spectral (p-) approximation on a finite-dimensional
manifold in the (stochastic) parameter space.

For approximations relying on low-dimensional mani-
folds in the parameter space, stochastic Galerkin finite
element methods have superior convergence proper-
ties to standard sampling techniques. On the other
hand, the desire to incorporate more and more pa-
rameters (random variables) together with the need to
use high-order polynomial approximations in these pa-
rameters inevitably generates very high-dimensional
discretised systems. This in turn means that adaptive
algorithms are needed to efficiently construct approxi-
mations, and fast and robust linear algebra techniques
are essential for solving the discretised problems.

Both strands will be discussed in the talk. We out-
line the issues involved in a posteriori error analy-
sis of computed solutions and present a practical a
posteriori estimator for the approximation error. We
introduce a novel energy error estimator that uses
a parameter-free part of the underlying differential
operator—this effectively exploits the tensor product
structure of the approximation space and simplifies
the linear algebra. We prove that our error estima-
tor is reliable and efficient. We also discuss different

strategies for enriching the discrete space and estab-
lish two-sided estimates of the error reduction for the
corresponding enhanced approximations. These give
computable estimates of the error reduction that de-
pend only on the problem data and the original ap-
proximation. We show numerically that these esti-
mates can be used to choose the enrichment strategy
that reduces the error most efficiently.

Multi Level Monte Carlo methods with Con-
trol Variate for elliptic SPDEs

F. Tesei & F. Nobile, E. von Schwerin, R. Tempone
(EPF de Lausanne)

We consider the numerical approximation of a partial
differential equation (PDE) with random coefficients.
Nowadays such problems can be found in many appli-
cations in which the lack of available measurements
make an accurate reconstruction of the coefficients in-
volved in the mathematical model unfeasible. In par-
ticular we focus on a model problem given by an ellip-
tic partial differential equation in which the random-
ness is given by the diffusion coefficient, modeled as
a random field with limited spatial regularity. This
approach is inspired by the groundwater flow prob-
lem which has a great importance in hydrology: in
this context the diffusion coefficient is given by the
permeability of the subsoil and it is often modeled as
a lognormal random field. Several models have been
proposed in the literature leading to realizations hav-
ing varying spatial smoothness for the covariance func-
tions. In particular, a widely used covariance model is
the exponential one that has realizations with Hölder
continuity C0,α with α < 1

2 .

Models with low spatial smoothness pose great nu-
merical challenges. The first step of their numerical
approximation consists in building a series expansion
of the input coefficient; we use here a Fourier expan-
sion; whenever the random field has low regularity,
such expansions converge very slowly and this makes
the use of deterministic methods such as Stochastic
Collocation on sparse grids highly problematic since
it is not possible to parametrize the problem with a
relatively small number of random variables without
a significant loss of accuracy. A natural choice is to
try to solve such problems with a Monte Carlo type
method. On the other hand it is well known that the
convergence rate of the standard Monte Carlo method
is quite slow, making it impractical to obtain an accu-
rate solution since the associated computational cost
is given by the number of samples of the random field
multiplied by the cost needed to solve a single de-
terministic PDE which require a very fine mesh due
to the roughness of the coefficient. Multilevel Monte
Carlo methods have already been proposed in the lit-
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erature in order to reduce the variance of the Monte
Carlo estimator, and consequently reduce the number
of solves on the fine grid.

In this work we propose to use a multilevel Monte
Carlo approach combined with an additional control
variate variance reduction technique on each level in
order to solve the elliptic SPDE for different choices
of the covariance function of the input field charac-
terized by different regularities. The control variate is
obtained as the solution of the PDE with a regularized
version of the lognormal random field as input random
data and its mean can be successfully computed with
a Stochastic Collocation method on each level. The
solutions of this regularized problem turn out to be
highly positively correlated with the solutions of the
original problem.

Within this Monte Carlo framework the choice of a
suitable regularized version of the input random field
is the key element of this method; we propose to regu-
larize the random field by convolving the log-permeability
with a Gaussian kernel. We analyze the mean square
error of the estimator and the overall complexity of the
algorithm. We also propose possible choices of the reg-
ularization parameter and of the number of samples
per grid so as to equilibrate the space discretization
error, the statistical error and the error in the compu-
tation of the expected value of the control variate by
Stochastic Collocation. Numerical examples demon-
strate the effectiveness of the method. A comparison
with the standard Multi Level Monte Carlo method
is also presented for different choices of the covariance
function of the input field.

Approximation of Stratonovich SDEs and Trav-
elling Waves.

Efthalia Tzitzili & Gabriel Lord (Heriot-Watt Uni-
versity)

In this talk, i present a new numerical method for
approximating Stratonovich SDEs and give a strong
convergence result. We then apply this to approxi-
mate travelling wave solutions and estimate the wave
speed for stochastically forced PDEs. The wave po-
sition and hence the speed, is found by minimizing
the L2 distance between a reference function and the
travelling wave.

Multilevel Estimation of Rare Events

Elisabeth Ullmann (University of Bath)

Estimation of failure probabilities is a fundamental

problem in reliability analysis and risk management of
engineering systems with uncertain inputs. We focus
on systems described by partial differential equations
(PDEs) with random coefficients. Failure events oc-
cur if some output process exceeds a given threshold.
Monte Carlo simulation methods estimate the proba-
bility of failure events by sampling the random inputs
and solving the associated PDE to obtain samples of
the output process. However, in modern applications
with highly resolved physical models and a possibly
high-dimensional sample space the cost to obtain only
a single output sample is nontrivial. If a large number
of samples is required then the total computational
cost might become prohibitively high.

Estimation of small failure probabilities associated with
rare events poses serious computational challenges.
The number of Monte Carlo samples required to achieve
a given tolerance is inversely proportional to the prob-
ability of the rare event and can thus be too large for a
given computational budget. The engineering commu-
nity uses a more sophisticated Monte Carlo technique
called Subset Simulation [Au & Beck, Prob. Eng.
Mech., 2001] which is essentially a splitting algorithm
applied to static problems. Subset Simulation reduces
the total number of samples by decomposition of the
sample space into a sequence of nested, partial failure
sets. However, the physical discretisation of the engi-
neering system – typically done by finite elements – is
fixed in each failure set and sampling is still comput-
ing intensive as each sample requires the solution of a
discretised PDE.

Minisymposium M7

Scalable Solvers for Large-Scale Partial

Differential Equations

Organisers: Sébastien Loisel,

Waad Subber and Hieu Nguyen

The 2-Lagrange Multiplier Method Applied to
Nonlinear Transmission Problems for the Richards
Equation in Heterogeneous Soil with Cross Points

Heiko Berninger & Sébastien Loisel & Oliver Sander
(Université de Genève)

The Richards equation is a doubly nonlinear degener-
ate elliptic-parabolic partial differential equation used
for the simulation of saturated-unsaturated ground-
water flow. We formulate the 2-Lagrange multiplier
method for the Richards equation in heterogeneous
soil. This allows a rigorous formulation of a discrete
version of the Richards equation on subdomain de-
compositions involving cross points. Using Kirchhoff
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transformation, the individual subdomain problems
in homogeneous soil can be transformed to convex
minimization problems and solved efficiently using a
monotone multigrid method. We discuss and compare
weak formulations of the time-discrete and fully dis-
cretized multi-domain problem. It can be shown that
in the case of two subdomains, when solving the re-
sulting discrete system with a Richardson iteration,
the new method is equivalent to a parallel nonlinear
Robin method applied to the Richards equation. We
give numerical results for a problem with realistic soil
parameters.

Optimized Schwarz Methods for curl-curl time-
harmonic Maxwell’s equations

Victorita Dolean, Martin J. Gander, & Jin-Fa Lee
& Zhen Peng (University of Nice-Sophia Antipolis)

Like the Helmholtz equation, the high frequency time-
harmonic Maxwell’s equations are difficult to solve
by classical iterative methods. Domain decomposi-
tion methods are currently most promising: following
the first provably convergent method in [2], various
optimized Schwarz methods were developed over the
last decade[5, 6, 1, 3, 7, 8, 4]. There are however two
basic formulations for Maxwell’s equation: the first or-
der formulation, for which complete optimized results
are known [3], and the second order, or curl-curl for-
mulation, with partial optimization results [1, 7]. We
show in this work that the convergence factors and
the optimization process for the two formulations are
the same. We then show by numerical experiments
that the Fourier analysis predicts very well the behav-
ior of the algorithms for a Yee scheme discretization,
which corresponds to Nedelec edge elements on a ten-
sor product mesh, in the curl-curl formulation. When
using however mixed type Nedelec elements on an ir-
regular tetrahedral mesh, numerical experiments in-
dicate that transverse magnetic (TM) modes are less
well resolved for high frequencies than transverse elec-
tric (TE) modes, and a heuristic can then be used to
compensate for this in the optimization.

[1] Alonso-Rodriguez, A., Gerardo-Giorda, L.: New
nonoverlapping domain decomposition methods for the
harmonic Maxwell system. SIAM J. Sci. Comput.
28(1), 102–122 (2006)
[2] Després, B., Joly, P., Roberts, J.: A domain decom-
position method for the harmonic Maxwell equations.
In: Iterative methods in linear algebra, pp. 475–484.
North-Holland, Amsterdam (1992)
[3] El Bouajaji, M., Dolean, V., Gander, M.J., Lanteri,
S.: Optimized Schwarz methods for the time-harmonic
Maxwell equations with dampimg. SIAM J. Scient.
Comp. 34(4), 2048–2071 (2012)
[4] Gander, M.J., Magoulès, F., Nataf, F.: Optimized

Schwarz methods without overlap for the Helmholtz
equation. SIAM J. Sci. Comput. 24(1), 38–60 (2002)
[5] Lee, S.C., Vouvakis, M., Lee, J.F.: A non-overlapping
domain decomposition method with non-matching grids
for modeling large finite antenna arrays. J. Comput.
Phys. 203(1), 1–21 (2005)
[6] Peng, Z., Lee, J.F.: Non-conformal domain decom-
position method with second-order transmission con-
ditions for time-harmonic electromagnetics. J. Com-
put. Phys. 229(16), 5615–5629 (2010)
[7] Peng, Z., Rawat, V., Lee, J.F.: One way domain
decomposition method with second order transmission
conditions for solving electromagnetic wave problems.
J. Comput. Phys. 229(4), 1181–1197 (2010)
[8] Rawat, V., Lee, J.F.: Nonoverlapping domain de-
composition with second order transmission condition
for the time-harmonic Maxwell’s equations. SIAM J.
Sci. Comput. 32(6), 3584–3603 (2010)

Rational Krylov methods for transient electro-
magnetic geophysical forward modeling

Stefan Güttel (The University of Manchester)

Initial value problems for the quasi-static Maxwell’s
equations arising in transient electromagnetic model-
ing (TEM) can be solved efficiently in frequency or
time domain via rational Krylov methods, provided
that an efficient linear system solver is available. In
this talk we will concentrate on the time domain prob-
lem, in which case exp(tA)v, the action of the expo-
nential of a large sparse symmetric matrix A onto a
vector of initial values v, needs to be computed. Ra-
tional Krylov methods require sophisticated parame-
ter selection strategies for achieving fast convergence.
We will compare several parameter selection strategies
proposed in the recent literature. We will also present
a new simple parameter selection strategy that will
give mesh independent convergence with a guaranteed
error bound for a wide (but finite) range of time pa-
rameters t ∈ [tmin, tmax].

This is joint work with Oliver G. Ernst (Chemnitz)
and Ralph-Uwe Börner (Freiberg).

Solving Large systems using the 2-Lagrange mul-
tiplier methods

Anastasios Karangelis (Heriot-Watt University)

The 2-Lagrange multiplier method is a domain decom-
position method based on solving Robin problems on
the subdomains. I will discuss the parallel implemen-
tation of this method with cross points and present nu-
merical experiments on Hector supercomputer. More-
over some recent improvements on the implementation
will be presented.
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Coarse grid correction for the Neumann–Neumann
waveform relaxation method

Felix Kwok (University of Geneva)

The Neumann–Neumann waveform relaxation (NNWR)
method has been proposed recently by Gander, Kwok
and Mandal for the solution of parabolic problems,
such as the heat equation. Just like for the steady
case, one step of the method consists of solving the
subdomain problems using Dirichlet traces, followed
by a correction step involving Neumann interface con-
ditions. However, each subdomain problem is now in
both space and time, and the interface data to be ex-
changed are also functions of time. This method has
been shown to converge superlinearly for finite time
windows; however, as the number of subdomains in-
creases, the required number of iterations for conver-
gence to a fixed tolerance increases proportionally. We
show that by adding a coarse grid correction step, the
modified method converges in two iterations for 1D
problems, independent of the number of subdomains.
We also analyze its convergence rate for the 2D case.

This is joint work with Martin J. Gander (Geneva),
Sébastien Loisel (Heriot-Watt), Bankim C. Mandal
(Geneva) and Kévin Santugini (Bordeaux).

Efficient algorithms for large-scale problems

Sébastian Loisel (Heriot-Watt University)

In mathematics, physics, engineering, finance and other
fields of science, boundary value problems play an im-
portant role. In many cases, the solution cannot be
found in closed form and instead one must use a nu-
merical approximation. In order to obtain an accurate
approximation, one uses many grid points and thus
one must solve a very large problem, requiring a very
large parallel computer. It is surprisingly difficult to
write a parallel program that outperforms a sequen-
tial program. In this talk, we will discuss some useful
approaches to this challenging problem.

Fuzzy Domain Decomposition: a new perspec-
tive on heterogeneous DD methods

Jérôme Michaud (University of Geneva)

In a wide variety of physical problems, the complexity
of the physics involved is such that it is necessary to
develop approximations, because the complete phys-
ical model is simply too costly. One can then use
heterogeneous domain decomposition techniques. But
sometimes, information about the domain of validity
of the available approximation are missing or incom-
plete or at least not a priori known.

In this talk we will introduce a new formalism for het-
erogeneous DD methods based on Fuzzy Sets Theory
introduced by Zadeh in 1965. The idea is to fuzzy the
boundary of the validity domain to obtain a smooth
transition between the different approximations.

We will illustrate how the method works with some
simple model problems and show some approximation
quality results.

An Efficient Preconditioner for Parallel Adap-
tive Finite Element

Hieu Nguyen & Sébastian Loisel (Heriot-Watt Uni-
versity)

In parallel computing, it is advantageous to have data
distributed across processors. However, one need to
have mesh data structure of the whole domain to fully
perform adaptive feedback loops in adaptive finite el-
ement. A solution for this dilemma is to use hetero-
geneous local meshes. These are meshes of the whole
domain. They are fine in the subdomains they are
associated with, but much coarser elsewhere. In this
talk, we present a Schwarz-type preconditioner for-
mulated based on these heterogeneous meshes. We
prove that the convergence rate of the CG method,
when paired with this preconditioner, depends only
on the ratio of the second largest eigenvalue and the
smallest eigenvalue. In addition, we can respectively
bound these eigenvalues from above and below. The
bounds depend on the minimum number of colours re-
quired to colour the subdomains in such a way that
no neighbour are the same colour. However, they are
independent of the mesh sizes. Numerical results will
be provided to support our theoretical results.

Domain Decomposition Preconditioners for the
Spectral Stochastic Finite Element Method

Waad Subber & Abhijit Sarkar (Heriot-Watt Uni-
versity)

The Spectral Stochastic Finite Element Method (SS-
FEM) is a popular computational tool for uncertainty
quantification in many physical and engineering mod-
els. For large-scale models however, the SSFEM may
become computationally challenging as the size of the
resulting linear system grows rapidly with the mesh
resolution and the order of the stochastic dimension.
To effectively exploit high performance computing plat-
forms, two-level domain decomposition precondition-
ers are proposed to efficiently quantify uncertainty in
large-scale computational models in the framework of
the SSFEM. In particular, primal-primal and dual-
primal iterative substructuring techniques are described
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for the solution of the SSFEM linear system. In the
primal-primal approach, the continuity of the solution
field is strictly enforced on a selected set of the inter-
face nodes. For the remaining interface nodes, the
continuity condition is weakly satisfied in an average
sense. In the dual-primal approach, the continuity
condition on the corner nodes is strictly satisfied and
Lagrange multipliers are utilized to weakly enforce the
continuity on the remaining interface nodes. These
approaches provide a global mechanism to exchange
information across the subdomains leading to scal-
able algorithms. For the numerical illustrations, two-
and three-dimensional elliptic problems with spatially
varying non-Gaussian coefficients are considered. The
parallel performance of the algorithms are investigated
with respect to the mesh size, subdomain size, fixed
problem size per subdomain, order of stochastic ex-
pansion and level of uncertainty in the system param-
eters. The numerical experiments are performed on a
Linux cluster using MPI and PETSc parallel libraries.

Minisymposium M8

Mathematics for Data Assimilation

Organisers

Igor Gejadze and Melina Freitag

Efficient Computation of the Posterior Covari-
ance Matrix in Large-Scale Variational Data
Assimilation Problems

Kirsty Brown (University of Strathclyde)

For a large-scale variational data assimilation prob-
lem, the PCM provides important information, for
example, confidence intervals for the optimal solution.
However, due to long computational times and mem-
ory limitations, it is not possible to assemble, store or
manipulate the PCM explicitly at the finest represen-
tation level. One approach is to approximate the PCM
by the inverse Hessian of the auxiliary control problem
based on the tangent linear model constraints. The
limited-memory representation of the inverse Hessian
can be built on the basis of a small number (as com-
pared to the state-vector dimension) of ‘leading’ Ritz
pairs of the projected (preconditioned) Hessian com-
puted by the Lanczos method. Clearly, the success of
this approach depends on the quality of precondition-
ing applied.

For first-level preconditioning, the square root of the
background covariance matrix is commonly used. How-
ever, if the sensor information impact on the optimal
solution is significant, this is not sufficient and addi-
tional preconditioning is required. In this talk, we will

discuss using a multilevel approach as a second-level
preconditioner to reduce both computational costs and
memory requirements. We anticipate that, using this
approach, the memory needed to store the PCM will
be reduced by at least an order of magnitude com-
pared with a single level implementation, with similar
or reduced computational cost in terms of flops.

A simple method for using a complex model
within a particle filter

Phil Browne (University of Reading)

The problem of including a model within an ensemble
data assimilation system is known to be non-trivial to
all those who have implemented them. We approach
this problem from the viewpoint of climatological DA,
in which the models used are many millions of lines of
codes, split into multiple programs and executables.
As a result of decades of man-years of development,
these codes do not lend themselves easily to being con-
verted into a single subroutine with a predefined I/O
type. This talk will show a very simple method of
coupling a complex model to a data assimilation pro-
gram, using MPI to communicate between separate
executable codes.

As an example of the MPI coupling, the Lorenz 63
model will be coupled to the equivalent weights par-
ticle filter. In the under-observed case where only the
z component of the state vector is observed, the need
for this fully non-linear data assimilation scheme will
be shown, as bimodal pdfs are reconstructed for the
distribution of the unobserved variables x and y.

Sensitivity Analysis in Variational Data Assim-
ilation

François-Xavier Le Dimet & Tran Thu Ha (Uni-
versité de Grenoble)

A sensitivity analysis is defined by some response func-
tion and the variable with respect to which the sen-
sitivity is evaluated. In many cases the observations
have errors and it is important to estimate the impact
of this error, if the state of the system is retrieved
through a variational data assimilation then the obser-
vation is found only in the Optimality System (O.S.)
. Therefore the sensitivity analysis has to be carried
out on the optimality system, in that sense sensitivity
analysis is a second order property and the O.S. can be
considered as a generalized model because it contains
all the available information. In this presentation we
will see how a sensitivity analysis can be carried out.

The method is applied to water pollution. The model
is derived from shallow waters equations and an equa-

27



tion of concentration of the pollutant, it is discretized
using a finite volume method and the sensitivity with
respect to the source term of the pollutant is studied.

Data assimilation as an inverse problem: the-
ory and computational challenges

Melina A Freitag (University of Bath)

In this talk we aim to provide a theoretical frame-
work for data assimilation, a specific type of an inverse
problem arising for example in numerical weather pre-
diction, hydrology and geology. We consider the gen-
eral mathematical theory for inverse problems and
regularisation, before introducing Tikhonov regular-
isation as one of the most popular methods for solv-
ing inverse problems. We show that data assimila-
tion techniques such as 3DVar and 4DVar as well as
the Kalman filter and Bayes’ data assimilation are, in
the linear case, a form of cycled Tikhonov regularisa-
tion. We give an introduction to key data assimilation
methods as currently used in practice, provide an er-
ror analysis for the data assimilation process in general
and explain computational challenges.

On practical observability of nonlinear dynam-
ical systems in the variational data assimilation
framework

Igor Gejadze (University of Strathclyde)

Problems of variational data assimilation are formu-
lated as optimal control problems for a model gov-
erned by nonlinear PDEs with the goal of identify-
ing the initial condition, boundary conditions or dis-
tributed parameters of the model. The input data
contains the background, observation and model er-
rors, hence the error in the optimal solution. This er-
ror is usually characterized by the analysis covariance
matrix, which can be approximated by the inverse
Hessian of the auxiliary cost function. Two errors
in this covariance estimate (due to the nonlinearity)
are considered: linearization error and origin error.
For reducing the linearization error, a method based
on computation of an ensemble of inverse Hessians is
suggested (the Effective Inverse Hessian method). The
origin error, however, cannot be reduced or eliminated
by any algorithmic tool. As such, it limits our ability
to verify the optimal solution, thus limiting observ-
ability of the system. A test for accessing a possible
magnitude of the origin error is presented. This test
reveals which parts of the estimated state vector can-
not be verified. This information may be vital in sev-
eral aspects of data assimilation, such as the ensemble
generation for forecasting and design of adaptive ob-
servations. Numerical examples computed for the 1D
Burgers’ equation are presented throughout.

The Effects of Numerical Model Error in Data
Assimilation

Siân Jenkins & Chris Budd, Melina Freitag, Nathan
Smith (University of Bath)

4D-Variational data assimilation (4D-Var) is typically
used for forecasting physical systems. It finds an ini-
tial condition for a numerical model, by combining
observations with predictions. The numerical model
is then used to produce a forecast. Numerical model
error affects the accuracy of the initial condition and
its forecast.

Here the linear advection equation is chosen as the
physical system, u : R × R → R,

ut(x, t) + ηux(x, t) = 0,

η ∈ R. This system can be solved using a finite
difference scheme, introducing numerical model error
through the approximation of derivatives. The effect
of this error on the initial condition found through
4D-Var is analysed in terms of numerical dissipation
and dispersion. Here the Upwind, Preissman Box and
Lax-Wendroff schemes are investigated.

Initially the effects of numerical model error on the
initial condition are investigated in the absence of all
other errors. Subsequently, observation errors are re-
introduced into the problem. We find an upper bound
for the l2-norm of the error introduced into the initial
condition in both cases. The order of convergence of
the error to zero, with respect to both the number
of discretisation points in space and the number of
observations in the assimilation window is analysed.

Instability and regularization in data assimila-
tion

A.S. Lawless & A.J.F. Moodey, R.W.E. Potthast,
P.J. van Leeuwen (University of Reading)

Data assimilation is the process of incorporating ob-
servational data into a numerical model in order to
estimate the state of a dynamical system. It forms
an essential part of modern environmental forecasting
systems, such as those used for weather and ocean
prediction. At regular intervals the latest forecast
from the numerical model is updated using new ob-
servations to provide an improved estimate of the cur-
rent state, known as the analysis in data assimilation
terminology. In many cases the operator that maps
from state space to observation space leads to an ill-
posed equation and stability of the inversion problem
at each assimilation time is guaranteed by a form of
Tikhonov regularization, using the forecast of the pre-
vious analysis as a prior estimate of the state. Several
common data assimilation algorithms, including vari-
ational methods and Kalman filters, can be considered

28



in this framework.

In this work we examine the stability of the error
in a sequence of analyses as the assimilation process
is cycled in time. Since the data assimilation prob-
lem is often solved in very high dimensional systems
(of order 108 and higher), we derive theory using an
infinite-dimensional framework. We show that for lin-
ear model dynamics described by a Hilbert-Schmidt
operator it is possible to guarantee the stability of
the analysis error in time by choosing the regular-
ization parameter sufficiently small. In the case of
time-varying dynamics the regularization parameter
can be chosen adaptively to ensure stability. How-
ever, as the size of the regularization parameter is re-
duced, the assimilation problem at each time is less
well-conditioned and the bound on the analysis error
increases. For nonlinear dynamics similar stability re-
sults are obtained under certain Lipschitz continuity
and dissapitivity assumptions on the dynamical oper-
ator. The theory is illustrated with numerical results.

Nonlinear data-assimilation in high dimensions:
Merging probabilistic and optimisation tech-
niques

Peter Jan van Leeuwen (University of Reading)

The data-assimilation problem is most naturally for-
mulated using Bayes theorem. This theorem states
that prior information of the system under study is
updated with observations by multiplying the prior
probability density function (pdf) value of a model
state with the likelihood of that model state given the
observations to find the posterior pdf value of that
model state, for each possible model state. This full
posterior pdf is the solution to the data-assimilation
problem, and as such this problem is a multiplication
problem, and not an inverse problem. Although this
formalism is completely general it is not easy to apply
in general when the dimension of the system is large.

The data-assimilation problem becomes an inverse prob-
lem (in the sense that one has to solve a set of coupled
(non-)linear equations) when one concentrates on the
most probable model state of the posterior pdf. The
state with maximum posterior pdf value is the same
as the one that minimizes minus the log of this pos-
terior pdf, and efficient iterative methods have been
derived to find these minima, even for very high di-
mensional problems with up to a billion variables. It
is well recognized that uncertainty information on this
most probable state is needed to make this is a scientif-
ically sound approach. If the posterior pdf is different
from a Gaussian, for instance much broader, or even
multi-modal, this information is not easily obtained
using inverse methods.

A way forward is to use particle filters to solve Bayes
theorem. The standard particle filter is degenerate
when the number of independent observations is large,
mainly because it is highly unlikely to end up close to
al these observations. However, particle filters can be
made efficient when a proper proposal (or importance)
density is used, which in practice means that the par-
ticles are informed about future observations. This is
where the connection with inverse methods becomes
apparent: Inverse methods can be used on each parti-
cle to give them high likelihood, hence to make them
efficient.

Simple implementations of inverse methods on indi-
vidual particles have let to astonishingly good results.
We will show applications of particle filters to systems
with tens of thousands of independent observations,
with formulations that theoretically have no limit on
the number of independent observations. However,
there are huge improvements possible when more so-
phisticated inverse methods are employed. Interest-
ingly, the inverse problem changes from finding the
best initial condition given the observations to find-
ing the best model trajectory given the observations
and given the initial condition, and that on each par-
ticle. An initial discussion on how to do this will be
presented, hoping for a lively discussion on the way
forward.

Analysis error covariance and posterior covari-
ance in variational data assimilation

Victor Shutyaev & Igor Gejadze, Francois-Xavier
Le Dimet (Russian Academy of Sciences)

The problem of variational data assimilation for a non-
linear evolution model is stated as an optimal control
problem to estimate the analysis (initial condition)
[1]. The data contain errors (observation and back-
ground errors), hence there is an error in the analy-
sis. For mildly nonlinear dynamics, the analysis error
covariance can be approximated by the inverse Hes-
sian of the cost functional in the auxiliary data as-
similation problem [2], whereas for stronger nonlin-
earity the ’effective’ inverse Hessian approach may be
used [3, 4]. However, the analysis error covariance is
not the posterior covariance from the Bayesian per-
spective. While these two are equivalent in the linear
case, the difference may become significant for nonlin-
ear problems [5]. For the proper Bayesian posterior
covariance a new approximation via the Hessian of
the original cost functional is derived and its ’effective’
counterpart is introduced. An approach for computing
the analysis error covariance and posterior covariance
in the matrix-free environment using Lanczos method
with preconditioning is suggested. Numerical exam-
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ples which validate the developed theory are presented
for the model governed by the Burgers equation with
a nonlinear viscous term.

The authors acknowledge the funding through the Nat-
ural Environment Research Council (NERC grant NE
J018201/1), the Russian Foundation for Basic Research
(project 12-01-00322), the Ministry of Education and
Science of Russia, the MOISE project (CNRS, INRIA,
UJF, INPG) and Region Rhone-Alpes.
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The linear barycentric rational quadrature method
for Volterra integral equations

Jean–Paul Berrut (University of Fribourg)

We shall first introduce linear barycentric rational in-
terpolation to the unaware audience : it can be viewed
as a small modification of the classical interpolating
polynomial. Then we present two direct quadrature
methods based on linear rational interpolation for solv-
ing general Volterra integral equations of the second
kind. The first, deduced by a direct application of
linear barycentric rational quadrature given in former
work, is shown to converge at the same rate, but is
costly on long integration intervals. The second, based

on a composite version of the rational quadrature rule,
looses one order of convergence, but is much cheaper.
Both require only a sample of the involved functions at
equispaced nodes and yield a stable, infinitely smooth
solution of most classical examples with machine pre-
cision.

Computing multiple solutions of nonlinear ODEs
with Chebfun

Asgeir Birkisson (University of Oxford)

In this talk, we will review the capabilities Chebfun of-
fers for finding multiple solutions of nonlinear boundary-
value problems of ordinary differential equations. Cheb-
fun offers two methods for obtaining such multiple so-
lutions; one is path-following in infinite dimensions,
and the other is deflation of solutions for differential
operators. Both approaches will be described, and ex-
amples given of their use.

Fast Chebyshev to Jacobi transforms using asymp-
totic expansions

Nick Hale & Alex Townsend (University of Oxford)

In this talk we describe a simple algorithm for trans-
forming between function values {fj}

N
j=0 of a degreeN

polynomial f(x) evaluated on an (N+1)-point Cheby-
shev grid and the coefficients of any of its Jacobi poly-
nomial expansions

f(x) =

N
∑

n=0

cα,β
n P (α,β)

n (x), α, β > −1.

In the special case α = β = 0 this gives a fast Leg-
endre transform from a Chebysghev grid to Legendre
coefficients (and vice versa). The algorithm is based
upon asymptotic expansions derived by Steiltjes and

Hahn for Pn(x) and P
(α,β)
n (x) of large degree which

can be expressed in a form amenable to evaluation via
a fast Fourier transform (FFT).

Rational integration of analytic functions from
equispaced data

Georges Klein & Stefan Güttel (University of Ox-
ford)

Linear barycentric rational interpolation from equi-
spaced data does not lead to the Runge phenomenon
and is well-conditioned. Moreover, if the interpolated
function is analytic, high-order approximation can be
achieved. We show that this also holds true for the
approximation of antiderivatives and present some ap-
plications using Chebfun.
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An extension of Shepard interpolation with
quadratic approximation order

Filomena Di Tommaso & Francesco Dell’Accio &
Kai Hormann (Universit della Calabria)

Shepard’s method [2] is a well-known technique for
interpolating large sets of scattered data. The classi-
cal Shepard operator reconstructs an unknown func-
tion as a normalized blend of the function values at
the scattered points, using the inverse distances to the
scattered points as weight functions. In this talk we
extend the bivariate Shepard operator in two ways.
On the one hand, we consider a triangulation of the
scattered points and substitute function values by lin-
ear polynomials which locally interpolate the given
data at the vertices of each triangle [1]; here the usual
restriction that each triangle side is entirely shared by
two adjacent triangles is not necessarily required. On
the other hand, we modify the classical point-based
weight functions and define instead a normalized blend
of the locally interpolating polynomials with triangle-
based weight functions which depend on the product
of inverse distances to the three vertices of the corre-
sponding triangle. The resulting operator interpolates
all data required for its definition and reproduces poly-
nomials up to degree 1, whereas the classical Shep-
ard operator reproduces only constants. As a conse-
quence, this interpolation operator has quadratic ap-
proximation order, which is confirmed by our numer-
ical results.

[1] F.A. Costabile, F. Dell’Accio, F. Di Tommaso,
Enhancing the approximation order of local Shepard
operators by Hermite polynomials, Computers and
Mathematics with Applications (2012) doi: 10.106/
j.camwa.2012.10.004.
[2] D. Shepard, A two-dimensional interpolation func-
tion for irregularly-spaced data, in: Proceedings of
the 1968 23rd ACM National Conference, ACM Press,
New York (1968) 517-524.

Chebfun2: An extension of Chebfun to two di-
mensions

Alex Townsend & Nick Trefethen (Oxford Univer-
sity)

An object-oriented Matlab system is described that
extends the capabilities of Chebfun to smooth func-
tions of two variables defined on rectangles. Func-
tions are approximated to essentially machine preci-
sion by using iterative Gaussian elimination with com-
plete pivoting to form “chebfun2” objects representing
low rank approximations. Operations such as integra-
tion, differentiation, function evaluation, and trans-
forms on chebfun2 objects can be particularly efficient.

Furthermore, global optimization, the singular value
decomposition, and rootfinding are also performed on
chebfun2 objects with some interesting algorithms.

What would “Diskfun” look like?

Lloyd N. Trefethen (University of Oxford)

Although real intervals are the most basic domains for
applications, the complex unit disk is the more funda-
mental domain mathematically. Most of the theorems
and algorithms of approximation theory that Chebfun
is built on have simpler analogues on the disk. We re-
view this subject.

Computing Complex Singularities of Differen-
tial Equations with Chebfun

Marcus Webb (University of Cambridge)

Given a solution to an ordinary differential equation
on a time interval, the solution for complex-valued
time may be of interest, in particular whether the so-
lution is singular at some complex time value. How
can the solution be approximated in the complex plane
using only the data on the interval? A polynomial
approximation of the solution always fails to capture
singularities; to extrapolate solutions with singular-
ities, approximation with rational functions is more
appropriate. However, most rational approximation
methods have the issue that spurious poles appear for
all but the simplest functions, even in exact arith-
metic. We discuss and demonstrate Chebfun’s im-
plementation of a robust rational interpolation and
least squares algorithm based on the work of Pachón,
Gonnet, Van Deun and Trefethen, ideal for the afore-
mentioned problem. Examples include Lorenz and
Lotka–Volterra equations.

Computing Inverse Functions

Kuan Xu (Oxford University)

In this talk, we will first review the existing algorithm
for computing a general inverse function and the limi-
tation of the current Chebfun implementation. A new
but very simple algorithm will be presented. Break-
ing points are introduced to partition the domain of
the inverse functions and in each of these sub-domains
the inverse function is approximated by a piecewise
smooth chebfun. This ’splitting-on’ functionality sig-
nificantly speeds up the computation and broadens
the applicability of the Chebfun ’inverse’ function. A
few numerical examples will be discussed to show the
efficiency of the proposed algorithm.
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Minisymposium M10

Developments in Preconditioners and

Iterative Methods for Linear Systems

Organisers

Jennifer Pestana and Eric de Sturler

Recycling Preconditioners for Sequences of Sys-
tems

Eric de Sturler (Virginia Tech)

We will discuss efficient methods and underlying the-
ory for updating preconditioners for a range of ap-
plications, such model reduction, inverse problems,
quantum Monte Carlo methods, and acoustics.

How DG Discretizations Influence the Conver-
gence of Block Jacobi Preconditioning

Soheil Hajian & Martin J. Gander (Université de
Genève)

A block Jacobi method can be viewed as an iterative
method applied to a preconditioned system. For clas-
sical discretizations of elliptic partial differential equa-
tions, like conforming finite element methods (FEM)
or finite difference methods (FDM), block Jacobi it-
erations are equivalent to classical Schwarz iterations
with Dirichlet transmission conditions. This is how-
ever not necessarily the case for discontinuous Galerkin
methods (DG). We will show in this talk for the model
problem (η−∆)u = f and various DG discretizations
that a block Jacobi method applied to the discretized
problem can be interpreted as a Schwarz method with
different transmission conditions from the classical
Dirichlet ones.

The convergence of the block Jacobi method of these
DG methods depends directly on the penalty parame-
ter of the DG method. The results from non-overlapping
Schwarz methods suggest that the usual choice for this
parameter will result in very slow convergence of block
Jacobi iterations. We then show how to modify the
scheme in order to obtain fast convergence of the cor-
responding block Jacobi methods while preserving the
approximation properties of the DG method.

On some preconditioning techniques for incom-
pressible Navier-Stokes equations

Xin He & Kees Vuik (Delft University of Technology)

The focus of this work is on fast and reliable pre-
conditioning techniques for solving the incompressible

Navier-Stokes equations, which consist of a set of cou-
pled nonlinear partial differential equations.

In general, after linearization and finite element dis-
cretization in space, the original nonlinear problem
is converted into finding the solutions of a sequence
of linear systems of equations. Because of the un-
derlying mathematical model, the coefficient matrix
of the linear system is indefinite and nonsymmetric
of two-by-two block structure. Due to their less de-
mands for computer resources than direct methods,
iterative solution methods are chosen to solve these
linear systems. In order to accelerate the convergence
rate of the iterative methods, efficient preconditioning
techniques become essential. Fast and reliable precon-
ditioners for the matrices arising from Navier-Stokes
equations with constant density and viscosity have
been studied intensively during the past decades, see
the survey paper [1] and the references therein, and is
also a main concern in this work. We contribute to the
search of efficient preconditioners by thoroughly ana-
lyzing and testing the so-called augmented Lagrangian
method [2]. The comparison between the augmented
Lagrangian preconditioner and other well-known pre-
conditioners, e.g., the SIMPLER-type preconditioner
[4], is also illustrated.

The Navier-Stokes equations with constant density
but variable viscosity may arise in multiphase flow
problems. In the mixture system, the problem param-
eters, such as density and viscosity, remain constant
within each phase due to the assumption that each
phase flow is immiscible and incompressible. However,
they vary sharply and smoothly across the interfaces,
that evolve with time and space. An illustrative ex-
ample for such a system is a mixture of water and oil,
which have the same density, however their viscosi-
ties differ much. Variable viscosity has its impact on
the behavior of preconditioners, shown to be efficient
for the constant viscosity case. Those precondition-
ers have to be reconsidered and analyzed in order to
show their robustness with respect to varying viscos-
ity. In this work we choose the augmented Lagrangian
method, and not only numerically but also theoreti-
cally show that the corresponding preconditioner pre-
serves its high quality also for spatially varying vis-
cosity.

[1] M. Benzi, G. Golub and J. Liesen. Numerical solu-
tion of saddle point problems. Acta Numer., 14:1-137,
2005.
[2] M. Benzi and M.A. Olshanskii. An augmented
Lagrangian-based approach to the Oseen problem.
SIAM J. Sci. Comput., 28:2095-2113, 2006.
[3] X. He and M. Neytcheva. Preconditioning the
incompressible Navier-Stokes equations with variable
viscosity. J. Comput. Math., 30:461-482, 2012.
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[4] M.U. Rehman, C. Vuik and G.Segal. SIMPLE-
type preconditioners for the Oseen’s problem. Int. J.
Numer. Meth. Fluids., 61:432-452, 2009.

Hierarchical preconditioners for higher-order
FEM

Sabine Le Borne (Technische Universität Hamburg-
Harburg)

The finite element discretization of a partial differ-
ential equation requires the selection of a suitable fi-
nite element space. While higher order finite elements
(HOFEMs) lead to finite element solutions of higher
accuracy, their associated discrete linear systems of
equations are often more difficult to solve than those
of lower order elements.

In this talk, we present efficient preconditioners for the
solution of linear systems of equations associated with
HOFEMs. More sprecifically, we will use the tech-
nique of hierarchical (H-) matrices for the construc-
tion of H-LU preconditioners for these HOFEM stiff-
ness matrices. H-matrices provide a powerful tech-
nique to compute and store approximations to dense
matrices in a data-sparse format. The basic idea is the
approximation of matrix data in hierarchically struc-
tured subblocks by low rank representations. We will
distinguish between blackbox H-LU preconditioners
which factor the entire stiffness matrix and hybrid
methods which use H-LU factorization only for cer-
tain subblocks of the matrix.

We illustrate all introduced preconditioners with sup-
porting numerical results.

Fast Iterative Solution of PDE-Constrained Op-
timization Problems

John W. Pearson (University of Oxford)

In this talk, we discuss the numerical solution of PDE-
constrained optimization problems, an important class
of problems within numerical analysis and applied sci-
ence. In particular, we seek to develop preconditioned
iterative solvers for the matrix systems arising from a
number of such problems.

The general approach we employ is to examine the
systems involved, which are of saddle point structure,
and construct effective approximations of the (1, 1)-
block and Schur complement of the matrices. We then
apply these approximations within iterative methods
such as Minres, non-standard Conjugate Gradients
and Gmres.

We find that this strategy is a viable one for a wide

range of PDE-constrained optimization problems. In
this talk, we first examine simpler problems such as
Poisson control, and then extend our methodology to
PDE-constrained optimization problems arising from
fluid dynamics, as well as time-dependent problems.
In each case, we motivate the preconditioners selected,
state eigenvalue bounds of the preconditioned systems
where relevant, and display numerical results to high-
light the performance of our solvers in practice.

GMRES convergence bounds that depend on
the right-hand side vector

Jennifer Pestana & David Titley-Peloquin & An-
drew Wathen (University of Oxford)

GMRES is one of the most popular matrix-free itera-
tive methods for solving linear systems Bx = b where
B ∈ Cn×n and b ∈ Cn. This makes the description
of its convergence an important topic of investigation.
Many convergence bounds start from the ideal GM-
RES problem. In contrast, in this talk we present
bounds for linear systems with nonsingular, diagonal-
izable coefficient matrices that explicitly include the
right-hand side vector. We show that the GMRES
residual norm satisfies a weighted polynomial least-
squares problem on the spectrum of B, and that GM-
RES convergence reduces to an ideal GMRES problem
on a rank-one modification of the diagonal matrix of
eigenvalues of B. Numerical experiments show that
these bounds can accurately describe the convergence
of GMRES.

Block Diagonal Preconditioners for Optimiza-
tion Problems

Tyrone Rees (STFC Rutherford Appleton Labora-
tory)

One of the major bottlenecks in modern optimization
codes is the requirement to solve multiple so-called
saddle point systems of the form

(

A BT

B 0

) (

x
y

)

=

(

f
g

)

.

For example, primal-dual interior point methods ap-
ply variants of Newton’s method to a non-linear sys-
tem to find a minimum of constrained quadratic pro-
gram. This method requires the solution of a sequence
of saddle point systems of the form above – called the
augmented system in this context – at each step of the
Newton iteration.

In many situations – especially for large scale opti-
mization problems – we would like to solve the saddle
point system iteratively, as computing the factoriza-
tions at each Newton step to employ a direct solver
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would be prohibitively expensive. However, it is im-
portant to choose the iterative solver so that the errors
are sympathetic to the outer Newton iteration. For
this reason Krylov subspace methods with constraint
preconditioners, i.e., preconditioners of the form

Pcon =

(

G BT

B 0

)

,

have been popular in the optimization community, as
they are known to preserve the constraints, and this
fact can be used to prove convergence of the inexact
Newton method. However, applying such a precon-
ditioner can be costly, and ensuring that the solution
remains on the constraint manifold in the presence of
rounding errors can be delicate.

Block diagonal preconditioners of the form

Pbd =

(

A 0
0 S

)

have proved successful in, e.g., the field of computa-
tional fluid dynamics, due to their ease of application
and effectiveness. However, giving conditions for the
convergence of an inexact Newton method when using
such an iterative method is not trivial.

In this talk I will describe a way to combine both
of these preconditioners in an inner iteration, using
the easy to apply block diagonal preconditioner to do
most of the work, and then using one application of the
constraint preconditioners to project the approximate
solution onto the constraint manifold. We hope that
this will increase the number of types of precondition-
ers which can be used safely in constrained optimiza-
tion problems, and therefore will lead to the develop-
ment of more high-quality preconditioners tailored to
this important field.

Solving Ill-posed Linear Systems with GMRES

Valeria Simoncini & Lars Eldén (Università di
Bologna)

Almost singular linear systems arise in discrete ill-
posed problems. Either because of the intrinsic struc-
ture of the problem or because of preconditioning, the
spectrum of the coefficient matrix is often character-
ized by a sizable gap between a large group of nu-
merically zero eigenvalues and the rest of the spec-
trum. Correspondingly, the right-hand side has lead-
ing eigencomponents associated with the eigenvalues
away from zero. In this talk the effect of this setting in
the convergence of the Generalized Minimal RESidual
(GMRES) method is considered. It is shown that in
the initial phase of the iterative algorithm, the residual

components corresponding to the large eigenvalues are
reduced in norm, and these can be monitored without
extra computation. The analysis is supported by nu-
merical experiments on singularly preconditioned ill-
posed Cauchy problems for partial differential equa-
tions with variable coefficients.

Do Ritz values influence the convergence be-
havior of restarted GMRES?

Jurjen Duintjer Tebbens & Gérard Meurant (Academy
of Sciences of the Czech Republic)

This talk is based on the work by Arioli, Greenbaum,
Pták and Strakoš proving that any residual norm his-
tory is possible for full GMRES with any nonzero spec-
trum. We recently showed that this is in fact possi-
ble with any set of Ritz values for all iterations of
the GMRES process. We will address the practically
more relevant situation where GMRES is restarted
and show that arbitrary convergence curves are not
possible anymore. We will in particular show that
prescribed residual norms in one restart cycle can pre-
determine the residual norms for the next cycle and
we discuss the relation of this phenomenon with Ritz
values and possible consequences for restarting with a
deflation technique. We also address prescribing the
Ritz values generated during the subsequent restart
cycles.

Minisymposium M11

Adaptive Methods in Fluid Mechanics

Organiser: Malte Braack

Model- and mesh adaptivity for transient prob-
lems

Malte Braack & Nico Taschenberger (Technische
Universität Darmstadt)

We propose a duality based a posteriori error esti-
mator for the computation of functionals averaged in
time for nonlinear time dependent problems. Such
functionals are typically relevant for (quasi-)periodic
solutions in time. Applications arise, e.g. in chemi-
cal reaction models. In order to reduce the numeri-
cal complexity, we use simultaneously locally refined
meshes and adaptive (chemical) models. Hence, con-
siderations of adjoint problems measuring the sensitiv-
ity of the functional output are needed. In contrast to
the classical dual-weighted residual (DWR) method,
we favor a fixed mesh and model strategy in time.
Taking advantage of the (quasi-)periodic behaviour,
only stationary dual problems have to be solved.
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Adaptive Moving Meshes in Large Eddy Sim-
ulation for Turbulent Flows

Jens Lang (Technische Universität Darmstadt)

Moving Meshes in Large Eddy Simulation for Turbu-
lent Flows In the last years considerable progress has
been made in the development of Large Eddy Simu-
lation (LES) for turbulent flows. The characteristic
length scale of the turbulent fluctuation varies sub-
stantially over the computational domain and has to
be resolved by an appropriate numerical grid. We pro-
pose to adjust the grid size in an LES by adaptive
moving meshes. The monitor function, which is the
main ingredient of a moving mesh method, is deter-
mined with respect to a quantity of interest (QoI).
These QoIs can be physically motivated, like vortic-
ity, turbulent kinetic energy or enstrophy, as well as
mathematically motivated, like solution gradient or
some adjoint-based error estimator. The main advan-
tage of mesh moving methods is that during the inte-
gration process the mesh topology is preserved and no
new degrees of freedom are added and therefore the
data structures are preserved as well. We will present
results for real-life engineering and meteorological ap-
plications.

Residual-based adaptive turbulence modelling
with quantitative a posteriori error control

Aurèlien Larcher & Johan Hoffman (Royal Insti-
tute of Technology KTH)

We present some elements of adaptive simulation of
incompressible turbulent flows, and we focus in par-
ticular on residual-based turbulence modelling with a
posteriori error control.

Turbulent flows are at the heart of a number of prob-
lems in science and engineering, such as computing
aerodynamic forces around cars and airplanes. In re-
alistic problems, full resolution of turbulent scales is
not possible. Thus, development of accurate subgrid
models based on the theory of fluid mechanics and ex-
perimental measurements, is a key challenge of LES.
As an alternative to commonly used RANS and LES
approaches stands the so-called Implicit LES (ILES),
for which the construction of an explicit subgrid vis-
cosity based on physical arguments is not required,
but instead the subgrid model is contained in the dis-
cretization of the NavierStokes equations.

In the context of finite element approximations, we
have developed an ILES method based on numerical
stabilization of the NavierStokes equations in terms of
the residual [3, 5], similarly to other approaches de-
veloped in the past few years with the intention to

provide a mathematical framework to LES.

In [3, 5, 4] we have extended a framework for a pos-
teriori error estimation to LES. The framework, de-
scribed e.g. in [1, 6, 2], involves using the solution of
an adjoint problem to obtain an a posteriori estimate
of the error for a chosen output functional of the solu-
tion. With a residual-based subgrid model, ILES fits
naturally into this framework: in this case the sub-
grid model represents a computable modelling error.
We present the computational framework developed
for the numerical simulation of turbulent flows on su-
percomputers and some validation examples used to
evaluate the implemented method.

[1] K Eriksson, D. Estep, P. Hansbo, C. Johnson: In-
troduction to adaptive methods for differential equa-
tions. Acta Numer., 4 (1995), 105158.
[2] M. Giles and E. Süli: Adjoint methods for PDEs:
a posteriori error analysis and postprocessing by du-
ality. Acta Numer., 11 (2002), 145236.
[3] J. Hoffman, C. Johnson: A new approach to Com-
putational Turbulence Modeling. Comput. Methods
Appl. Mech. Engrg., 195 (2006), 28652880.
[4] J. Hoffman, Computation of mean drag for bluff
body problems using Adaptive DNS/LES. SIAM J.
Sci. Comput., 27 (2005), 184207.
[5] J. Hoffman, C. Johnson: Computational Turbulent
Incompressible Flow. Applied Mathematics: Body
and Soul, Volume 4. Springer, 2007.
[6] R. Becker, R. Rannacher: A posteriori error esti-
mation in finite element methods. Acta Numer., 10
(2001)

Anisotropic error estimates and space adaptiv-
ity for a semi-discrete finite element approxi-
mation of the transient transport equation

Marco Picasso (Technische Universität Darmstadt)

A stabilized semi-discrete finite element discretization
of the transient transport equation is studied in the
framework of anisotropic meshes. A priori and a pos-
teriori error estimates are derived, the involved con-
stants being independent of the mesh aspect ratio,
only space discretization being considered.

Numerical results on non adapted, anisotropic meshes
and small time steps confirm the sharpness of the the-
oretical predictions. An anisotropic, adaptive finite
element algorithm is then proposed with goal to con-
trol the L2 error in space at final time, the time step
being kept constant. Numerical results are then pre-
sented on anisotropic, adapted meshes and small time
steps. Three different methods are proposed to inter-
polate the solution between two adapted meshes.
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Algorithms for Networks and Collective

Behaviour

Organisers

Alastair Spence & Des Higham

Betweenness Centrality Measures for Dynamic
Networks

Ahmad Alsayed (University of Strathclyde)

Many emerging network data sets are time dependent.
In this talk, we propose new temporal and nodal be-
tweenness measures for such dynamic networks. They
are defined by extending the classical concept of be-
tweenness in static networks to the case of transient
edges. The new measures quantify which nodes and
which time points are important in terms of network
perturbation. We finish with examples showing the
new two measures applied to real and synthetic data.

Developing an evolving network model based
on an extension of the triadic closure concept

Erzsebet Dombi & Desmond J. Higham (Univer-
sity of Strathclyde)

A wide variety of networks appearing in real life ap-
plications are inherently dynamic, with edges form-
ing and vanishing over time. It has been observed by
social scientists that triangles tend to close in such
networks—friends-of-friends tend to become friends.
This concept has become known as the triadic closure
principle. Based on this principle, a nonlinear network
evolution model was introduced in [1] by Grindrod,
Higham and Parsons and a mean field theory was
developed, which predicted bistable behaviour in the
long term. Computational results confirmed this pre-
diction. The triadic closure concept can be extended if
the likelihood of n-cycles forming (n ≥ 4) at the next
time step is also increased; for example, a new friend-
ship is more likely to arise if there are many mutual
friends-of-friends. We investigate whether a network
evolution model with corresponding mean-field theory
can be developed based on this extension of the triadic
closure concept.

[1] P. Grindrod, D. Higham and M.C. Parsons, Bista-
bility through triadic closure, Internet Mathematics 8
(4), 2012, pp.402-423.

Gone in 20 Minutes

Desmond J Higham (University of Strathclyde)

I will present volume-across-time data from several
Twitter conversations. My interest is in the spikes of
Twitter activity that can be attributed to high pro-
file events or news items (for example, a red card in a
Premier League soccer game). In each case, we ob-
serve that the initial spike decays with a recognis-
able half-life, typically of around 20 minutes. These
dramatic, but short-lived, bursts of interest represent
marketing opportunities for suitably agile players (as
demonstrated by the cookie company Oreo in the 2013
Superbowl). To understand the nature of the spike-
and-decay activity, we propose a discrete time model
that takes account of the specific nature of Twitter
communication: a fixed underlying tweeter-follower
network forms the backbone of a dynamic message-
passing process. Our model predicts that a certain
network centrality measure plays a key role in describ-
ing the spread of information. We test this prediction
on real Twitter decay data and then use the model to
calibrate the rate at which news goes stale.

This is joint work with Fiona Ainley, Peter Grindrod,
Peter Lalfin, Alex Mantzaris and Amanda Otley.

The How and Why of Balancing

Philip A. Knight University of Strathclyde

We consider the problem of taking a matrix A and
finding diagonal matrices D and E such that the rows
and columns of B = DAE satisfy some specific con-
straints. Examples of constraints are that

• the row and column sums of B should all equal
one;

• the norms of the rows and columns of B should
all be equal;

• the row and column sums of B should take val-
ues specified by vectors p and q.

Simple iterative algorithms for solving these prob-
lems have been known for nearly a century. We pro-
vide a simple framework for describing these algo-
rithms that allow us to develop robust convergence
results and describe a straightforward approach to ac-
celerate the rate of convergence.

Balancing has diverse applications from precondition-
ing to psephology. In this talk we focus on its use as
a centrality measure.

Bridges in Twitter Networks

Alexander Mantzaris (University of Strathclyde)

Twitter has allowed the collection of very large scale
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networks, giving fascinating snaphots of social interac-
tions. Examples based on Twitter conversations from
a diverse range of topics will be presented. There has
been a substantial amount of work done on detect-
ing communities from network connectivity data and
some of the established methods will be described.
When the community structure of a network is under-
stood, we find that some of the nodes and edges play
important bridging roles. I will focus on the discovery
of these bridges, which are typically quite sparse in
relation to the size of the communities. We will see
that bridges are not always created by single edges,
and there are many ways in which communities can
be linked.

Perturbation Theory for Eigenvalues of Sym-
metric Matrices arising in Network Analysis

Alastair Spence (University of Bath)

Symmetric matrices, for example, the Laplacian and
adjacency matrices, play an important role in the anal-
ysis of undirected networks. In particular, the eigen-
vectors corresponding to important eigenvalues are of-
ten used to produce low-dimensional representations
of a network, as is the case with spectral clustering.
In network applications edge weights are often sub-
ject to random perturbations and it is of interest to
study how these perturbations affect the eigenvalues
and eigenvectors of the associated matrices and, as a
consequence, the associated low-dimensional represen-
tation of the network. In this talk we consider some
perturbation theory for eigenvalues of symmetric ma-
trices subject to random perurbations leading to the
perturbed eigenvalues and eigenvectors being random
variables. We shall look at how classical perturbation
theory extends to the case of random perturbations.

This is joint work with Dr. Zhivko Stoyanov (Uni-
versity of Reading).

Minisymposium M13

Some Numerical Methods in Liquid

Crystals

Organiser: Chuck Gartland

Some numerical aspects of liquid-crystal direc-
tor modeling: motivation and Newton-like meth-
ods

Chuck Gartland & Alison Ramage (Kent State Uni-
versity)

Many continuum models for the orientational prop-

erties of liquid crystals involve one or more state vari-
ables that are vector fields of unit length. The point-
wise unit-vector constraints associated with discretiza-
tions of such models give rise to indefinite linear sys-
tems of saddle-point form when these constraints are
imposed via Lagrange multipliers. In problems such
as these, indefiniteness also frequently manifests itself
due to another influence (coupling with an applied
electric field), and this leads to a double saddle-point
structure. We are interested in the efficient numerical
solution of large sparse linear systems associated with
such problems.

These models are nonlinear and depend on multi-
ple physical and geometric parameters, and it is typ-
ical for the equilibrium solutions (phases) to undergo
transitions at critical values of certain of these pa-
rameters. The context we imagine is the numerical
bifurcation and phase analysis of a discretization of a
model for a realistic device or experiment. In such a
setting, parameter continuation leads to the repeated
solution of systems of the type we are studying. Good
initial guesses are available, however, and global New-
ton methods are generally employed.

To motivate our work, we will present a realistic
application, as well as a model, prototype problem,
which embodies all of the essential features. In or-
der to take greater advantage of the particular struc-
ture of these problems, we have developed a certain
global Newton-like scheme, which we will discuss. The
scheme retains the local quadratic convergence of the
basic Newton Method but has some advantages.

An adaptive moving mesh method for a Q-
tensor liquid crystal model

Craig MacDonald & John Mackenzie & Alison Ra-
mage (University of Strathclyde)

In this talk we will describe a robust and efficient
numerical scheme for solving the system of six cou-
pled partial differential equations which arises when
using Q-tensor theory to model the behaviour of a
nematic liquid crystal cell under the influence of an
applied electric field. Specifically, we consider a time-
dependent problem in a Pi-cell geometry (which ad-
mits two topologically different equilibrium states) and
model the order reconstruction which occurs. The
adaptive non-uniform finite element mesh is gener-
ated by solving a moving mesh PDE based on the
equidistribution of a strictly positive monitor func-
tion. We explore the use of three different monitor
functions that are all based on a specific property of
the Q-tensor and show that significant improvements
in terms of solution accuracy and computational effi-
ciency can be obtained using the correct choice of the
monitor function. In addition, we use adaptive time-
step control to ensure the accurate predicting of the
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switching time

Some numerical aspects of liquid-crystal direc-
tor modeling: stability and preconditioning

Alison Ramage & Chuck Gartland (University of
Strathclyde)

In this presentation, which is a continuation of the
previous talk (Some numerical aspects of liquid-crystal
director modeling: motivation and Newton-like meth-
ods by Chuck Gartland), we investigate in more de-
tail some properties of the indefinite linear systems of
saddle-point form which arise from liquid-crystal di-
rector modeling. Specifically we show that, although
the characterisation of local stability of solutions is
complicated by the double saddle-point structure, ef-
ficiently computable criteria can be developed in terms
of minimum eigenvalues of certain projected Schur
complements. In addition, we discuss preconditioned
iterative solvers for the individual linear systems which
arise during a parameter continuation process. Both
of these considerations are important when seeking a
pracical method for computing phase diagrams.
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Abstracts of Contributed Talks

Stability of space-time Petrov-Galerkin discretiza-
tions for parabolic evolution equations

Roman Andreev (University of Maryland)

In view of applications in e.g. optimal control prob-
lems with parabolic PDE constraints and massively
parallel computations of time-dependent problems, space-
time compressive discretizations of parabolic evolution
equations are of increasing interest. In this talk we
discuss space-time (sparse) tensor product simultane-
ous Petrov-Galerkin discretizations of parabolic evo-
lution equations, and propose efficient precondition-
ers the iterative solution of the resulting single lin-
ear system of equations. Therein, space-time stabil-
ity of the discretization, i.e., the validity of the dis-
crete inf-sup condition with respect to suitable space-
time norms uniformly in the discretization parame-
ters, is essential. Viewing the Crank-Nicolson time-
stepping scheme as a space-time Petrov-Galerkin dis-
cretization, we show that it is conditionally space-
time stable. This motivates a general minimal residual
Petrov-Galerkin discretization framework along with
space-time stable families of trial and test spaces of
(sparse) tensor product type, resulting in space-time
compressive discretization algorithms.

Bernstein-Bézier Vector Finite Elements

Gaelle Andriamaro & Mark Ainsworth & Oleg Davy-
dov (University of Strathclyde)

Bernstein-Bézier techniques are known to be very ef-
fective for the computation with piecewise polyno-
mials represented over a simplicial partition, which
makes them an important tool in computationally de-
manding applications such as CAGD and visualisa-
tion, and in the finite element analysis relying on the
discretization of the Sobolev spaces Hs. Here, we con-
struct a basis for arbitrary order polynomial valued
finite elements in the space H(curl) using Bernstein-
Bézier polynomials, and demonstrate the advantages
of such an approach: Building upon sum factorization
techniques which are available for the computation of
the Bernstein-Bézier moments, our vector finite ele-
ments are the first to achieve optimal complexity on
simplicial elements. The basis is useful for the solution
of practical problems such as the numerical approxi-
mation of Maxwell’s equations.

The Matrix Unwinding Function

Mary B. Aprahamian & Nicholas J. Higham (Uni-
versity of Manchester)

Multivalued functions f do not always satisfy the re-
lation f(f−1(z)) = z for z ∈ C. Motivated by this
we consider multivalued matrix functions with argu-
ments in Cn×n. In this talk we introduce the matrix
unwinding function, U , which describes the discrep-
ancy between a matrix and the principal logarithm of
its exponential,

U(A) =
A− log eA

2πi
.

We show that the unwinding function is instrumental
in the derivation of correct identities involving loga-
rithms and facilitates the understanding of other com-
plex multivalued matrix functions, including inverse
trigonometric functions.

We give a numerical scheme for computing the ma-
trix unwinding function and show how it can be used
to compute the matrix exponential using the idea of
argument reduction. In general argument reduction
methods for computing f(A) consist of constructing
a matrix C such that f(C) and f(A) are simply re-
lated and computing f(C) is more favourable. Here
we exploit the periodicity of the complex exponential
function to compute eA = emod(A), where mod(A) =
A − 2πiU(A). We show that applied in conjunction
with the scaling and squaring algorithm, argument re-
duction can provide significant reductions in the cost
of computations of the matrix exponential.

Projection-Based Methods for Eigenvalue Prob-
lems

Anthony P. Austin & Lloyd N. Trefethen (Univer-
sity of Oxford)

Let A be a large square matrix. How can we compute
the eigenvalues of A that lie in a given region of the
complex plane? A recent class of methods attacks this
problem by “projecting” the matrix onto the region
of interest, greatly reducing the problem’s dimension.
Perhaps the best known of these is the FEAST algo-
rithm due to Polizzi, which may be applied to both
standard and generalized Hermitian eigenvalue prob-
lems. In this talk, we will describe the principles un-
derlying these methods. In particular, we shall explore
modifications to the FEAST idea based on (a) the use
of different rational functions as projection filters and
(b) linearized rational interpolation.

Defect-based error estimates for exponential
splitting methods

Winfried Auzinger & H. Hofstätter, O. Koch, and
M. Thalhammer (Vienna University of Technology)
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We consider exponential splitting methods for linear
and nonlinear evolution equations of the form

u̇ = A(u) +B(u), u(0) given. (7)

Splitting methods approximating the solution of (??)
are based on separate integration of subproblems. E.g.,
the first-order Lie-Trotter method evaluates S(t, u) :=
ϕB(t, ϕA(t, u)) in each integration step starting from
u, with stepsize t. Higher-order methods are obtained
by multiplicative recombination of several stages of
this type, with appropriately chosen coefficients.

In [1-3], local error estimators are derived and ana-
lyzed. These are constructed in the form of quadra-
ture approximations for an integral representation of
the local error, involving evaluation of the defect

D(t, u) = Ṡ(t, u) −A(S(t, u)) −B(S(t, u)) (8)

of the splitting approximation S(t, u). Here, the deriva-
tive Ṡ can be evaluated exploiting evolution equations
satisfied by the stages constituting S. These estima-
tors can be shown to be asymptotically correct un-
der appropriate regularity assumptions. In particu-
lar, evolution equations of Schrödinger type have been
considered in detail.

In this talk we give an overview on to two major top-
ics:

• Higher-order methods for linear problems: We
sketch a new methodology for deriving a non-
redundant set of order conditions via asymptotic
expansion of the defect D(t) · u, involving iter-
ated commutators of the operators A and B.
This provides the basis for deriving a priori error
estimates and proving asymptotic correctness of
the defect-based error estimator.

• First- and second-order methods for nonlinear
problems: We indicate how the defect-based ap-
proach can be extended to the nonlinear case.
For the analysis, the local error is again expanded
in terms of the defect D(t, u). Numerical eval-
uation of the defect is demonstrated for a cubic
nonlinear Schrödinger equation.

We also present numerical results for exponential split-
ting combined with spectral discretization in space,
applied to linear and nonlinear Schrödinger equations.

[1] W. Auzinger, O. Koch, M. Thalhammer, Defect-
based local error estimators for splitting methods, with
application to Schrödinger equations, Part I: The lin-
ear case, J. Comput. Appl. Math. 236 (2012) 2643–
2659.
[2]W. Auzinger, O. Koch, M. Thalhammer, Defect-
based local error estimators for splitting methods, with

application to Schrödinger equations, Part II: Higher-
order methods for linear problems, submitted to J.
Comput. Appl. Math.
[3]W. Auzinger, H. Hofstätter, O. Koch, M. Thalham-
mer, Defect-based local error estimators for splitting
methods, with application to Schrödinger equations,
Part III: The nonlinear case, in preparation.

Model-based Sketching and Recovery with Ex-
panders

Bubacarr Bah, Luca Baldassarre & Volkan Cevher
(EPFL)

We study a traditional linear sketching and compressed
sensing problem of obtaining an approximation of x
from its noisy sketch (measurement) Ax+ e by lever-
aging prior knowledge about x, where A is a sketch-
ing (measurement) matrix and e is a bounded per-
turbation term. In this setting, standard approaches
assume that x is k-sparse, i.e. only k of its N com-
ponents are nonzero, and the sketching matrix is based
on an expander construction withm = O (k log (N/k))
rows. In this paper, we consider structured spar-
sity models and show that it is possible to recover
several interesting structured sparsity models using
expander-based sketches with significantly fewer num-
ber of rows. We also introduce a model-based recovery
framework and show that robust recovery is possible
without increasing the computational cost. To obtain
our results, we use a novel technique that adds a condi-
tional probability argument to the usual probabilistic
construction of expanders.

Precisely, we consider three classes Mk of structured
signals and denote the signals belonging to these classes
as k-model sparse, where k is a model parameter. These
structures consist of a) k-rooted connected signals which
have their k nonzero components lie in a rooted con-
nected tree; b) k-block sparse signals whose support
consists of k equal size non-overlapping blocks; and
c) k-group sparse signals whose support is contained
in the union of k overlapping groups. Note that the
sparsity is k in model class a), but kgmax in model
classes b) and c) where gmax is the maximum group
size.

Our main result is to probabilistically design sparse
binary matrices, named model-based expanders, that
capture the structure of the signals under considera-
tion and allow for a reduction in the storage complex-
ity to O(N) and above all, allow robust recovery with
fewer measurement: m = O(k) for model class a) and
m = O (kgmax + k log (M/k)) for model class b) and
c), where M is the number of blocks/groups. These
results hinge on a novel analysis technique based on
conditional probabilities that allows to consider a wide
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variety of models.

Moreover, in order to recover k-model sparse or com-
pressible signals, we propose a modification of the
popular sparse matching pursuit compressed sensing
algorithm. The proposed algorithm yields an approx-
imation x̂ with the following error guarantee (referred
to as ℓ1/ℓ1 guarantee) in the for all case (when a
given sketching matrix and a recovery algorithm pair
achieve this error for all x ∈ Mk)

‖x̂ − xS‖1 ≤ CσMk
(x)1 +

D

d
‖e‖1 ,

for some constants C,D > 0, where

σMk
(x)1 := min

k−model sparse x′

‖x− x′‖1.

The algorithm runtime complexity crucially depends
on the cost of projecting onto the model Mk. How-
ever, we show that the projections for the considered
models can be computed exactly in O(Nk) time for
model class a), at worst O (N log(N)) time for model
class b) and O

(

M2k
)

time for a special case of the
model c).

Stabilised finite element methods for a bending
moment formulation of the Reissner-Mindlin
plate model

Gabriel R. Barrenechea & Tomás Barrios & An-
dreas Wachtel (University of Strathclyde)

We study the stabilisation of a mixed formulation ap-
plied to Reissner-Mindlin plate model. After intro-
ducing the stress tensor as an extra unknown, a weak
formulation is derived and its well-posedeness proved.
Then, with the aim of using the lowest order possi-
ble finite element spaces we introduce a stabilised for-
mulation. The advantages of this formulation are, at
least, twofold. First, it allows the use of standard
nodal finite element methods while keeping stability
and convergence, hence avoiding the use of enriched
finite element methods (like PEERS). This generates
an obvious gain in terms of degrees of freedom. Also,
the formulation (combined with the choice of finite el-
ement spaces) allows to impose the symmetry of the
stress tensor strongly, then avoiding the introduction
of a Lagrange multiplier to achieve this. Using approx-
imation properties of the corresponding subspaces, we
deduce the optimal rates of convergence. Finally, we
present numerical examples confirming the theoretical
properties of this approach.

A method for solution of linear inverse prob-
lem with nonlinear regularization term

Marta M. Betcke, Simon Arridge & Lauri Harha-
nen (University College London)

In this talk we present a method for solution of a large
scale linear inverse problem regularized using penalty
term which depends on the solution

min
f

1

2
‖g −Af‖2 + τfTMff.

Such class of regularizers includes for instance the
widely used total variation and Perona-Malik penal-
ties. Important examples of linear inverse problems
requiring nonlinear regularization are deblurring prob-
lems in imaging processing or fluorescense diffuse op-
tical tomography (FDOT) in medical imaging. In
particular in the latter application one seeks to re-
construct a three dimensional fluorophore distribution
typically with an order of a million degrees of freedom
from a comparable number of measurements. The sys-
tem matrix derives from the sensitivity relation for
FDOT problem, thus it is large and dense, rendering
direct solution of the corresponding normal equations
infeasible.

In the proposed scheme the nonlinearity is handled
with the lagged diffusion iteration [1]. At each step
of the nonlinear iteration we have to solve the linear
problem

(ATA+ τMfk−1
)fk = AT g, (9)

which is obviously also large and dense. Hence, it
has to be solved with iterative methods. Unfortu-
nately, the convergence of Krylov methods (in par-
ticular LSQR) for such problems is rather slow. We
propose to accelerate the convergence using the idea of
priorconditioning of Krylov spaces. Priorconditioning
is a way of incorporating the information contained in
the prior Mf , which would otherwise take a long time
to build up in the Krylov space, directly into the sys-
tem matrix and amounts to solution of the following
preconditioned system

(L−1ATAL−T + τI)fk = L−1AT g, Mfk−1
= LLT .

(10)
In our method the preconditioning is performed im-
plicitly, hence there is no need to factorize the pre-
conditioner, Mfk−1

= LLT . This allows for using
more efficient and flexible preconditioning techniques
like for instance multigrid. We demonstrate the ef-
fectiveness of the method on an example of a three
dimensional FDOT problem using algebraic multigrid
preconditioner.

High Order Nonlinear Diffusion: A Moving Mesh
Finite Difference Method

Nicholas Bird (University of Reading)
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We examine the fourth order nonlinear diffusion equa-
tion

ut = (unqx)x, q = −uxx,

on the time dependent domain x ∈ (a(t), b(t)). We
outline a velocity-based method of solution to this
PDE in a moving framework. The method uses a lo-
cal conservation of mass principle and maintains scale
invariance.

The evolution of the time dependent domain is deter-
mined by a deformation velocity v(x, t) which is deter-
mined using the local conservation of mass principle.
The solution u(x, t) is then recovered algebraically on
the evolved domain.

We introduce a moving mesh finite difference scheme
based on the method for use in obtaining numerical
solutions. The scheme has the property that when
n = 1 and initial conditions are sampled from an ex-
act similarity solution at the nodes the approximation
matches the exact solution at the nodes for all time
to within rounding error. For this purpose a scale-
invariant time stepping scheme is used.

The effect of choosing n 6= 1 on the method is high-
lighted and possible extensions to the method are briefly
discussed.

Solving the neutron transport equation within
a diffusive regime

Jack Blake, Ivan Graham & Alastair Spence (Uni-
versity of Bath)

We consider iterative methods for solving the neu-
tron transport equation. This equation governs the
behaviour of neutrons within a reactor and describes
the behaviour of the neutron flux denoted ψ(r,Ω),
where r ∈ V ⊂ R

3 is the neutron’s location in a 3D
coordinate system (V is a bounded spatial domain)
and Ω ∈ S2 (the unit sphere in R3) is its direction
of travel. The quantity ψ(r,Ω) is then the number of
neutrons passing through a unit space at r in direction
Ω per unit time. The transport equation describes the
behaviour of the neutron flux based upon the proba-
bilities of various neutron interactions (or collisions)
occurring, and based on the characteristics of a neu-
tron source. When modelling a nuclear reactor, it is
generally specified that neutrons can undergo three
types of interaction: they can cause fission, can be
scattered or they can be captured. We define the ab-
sorption cross-section to be the probability of either
a capture or fission interaction occurring, and denote
this σA. We will however not include fission inter-
actions in this talk. We denote by σS the scattering
cross-section, which is the probability that a neutron

is scattered and ends up travelling in a new direction.
We denote by σT the total cross-section, which is the
probability of any collision occurring, and which sat-
isfies σT = σS + σA. The neutron source term will
be denoted by Q(r) and is a non-fission source term,
isotropic in angle, of neutrons from position r. Under
this notation, the transport equation has the following
form:

Ω · ∇ψ(r,Ω) + σTψ(r,Ω) =
σS

4π

∫

S2

ψ(r,Ω)Ω +Q(r),

(11)
r ∈ V, Ω ∈ S

2

subject to suitable boundary conditions on the bound-
ary of V . Alternatively it can be written abstractly in
operator form:

T ψ = Sψ +Q. (12)

Although highly non-symmetric, this equation has an
equivalent symmetric integral equation formulation.
Using this formulation it can be proved that if σS

is considerably smaller than σT , then a simple fixed-
point iteration involving repeated solves with T con-
verges quickly.

In this work we focus on the case when σS/σT is close
to 1. This is equivalent to the mean free path, i.e.
the average distance travelled by a neutron between
successive collisions, being small when compared to a
characteristic length of the spatial domain. An asymp-
totic analysis in this case, and based on some addi-
tional assumptions, shows that the transport equation
is well approximated by a certain diffusion equation.
In the talk we will also investigate ways of using the
diffusion approximation as a preconditioner for solv-
ing the transport equation in the diffusive regime.

Comparison of Multigrid Methods for the So-
lution of Nonlinear Diffusion Equations: Non-
linear vs. Newton

Keeran J Brabazon & Peter K Jimack & Matthew
E Hubbard (University of Leeds)

Nonlinear multigrid methods have been used success-
fully to solve systems of nonlinear equations. There
exists little convergence theory for these methods, par-
ticularly for nonlinear diffusion equations where the
nonlinearity occurs in the diffusion coefficient. Pre-
vious work by one of the authors solves highly non-
linear systems of phase-field equations using implicit
time stepping and nonlinear multigrid (the Full Ap-
proximation Scheme (FAS) of Brandt [1]) to solve the
nonlinear equations arising at each time step [2]. This
has motivated the question as to what makes multigrid
methods appropriate for nonlinear diffusion problems,
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and which multigrid methods will perform best for the
solution of such problems.

In this presentation three different nonlinear multi-
grid methods are compared: (a) the Nonlinear Mul-
tilevel Method due to Hackbusch [3]; (b) a Newton-
Multigrid method; and (c) a Newton-Krylov method
where the Krylov subspace method is preconditioned
using multigrid. To highlight the strengths and weak-
nesses of these methods applied to nonlinear diffusion
equations the following model problems, for varying
right hand side f , are investigated:

−∇ ·
({

1 + α(∇u)2
}

∇u
)

= f, x ∈ Ω ≡ (0, 1)2

u = 0, x ∈ ∂Ω
(13)

and

−∇ ·
({

1 + αu2
}

∇u
)

= f, x ∈ Ω ≡ (0, 1)2

u = 0, x ∈ ∂Ω,
(14)

with (α ≥ 0) ∈ R. Various parameters are tuned
to optimize each method, and these solution meth-
ods are compared in terms of robustness and efficiency
(i.e. execution times). Issues encountered due to the
properties of the underlying PDEs are considered, and
recommendations on the choice of multigrid solver will
be made. The presentation will end with a discussion
on how these results may provide insight into how a
nonlinear multigrid algorithm is likely to perform for
other problems involving nonlinear diffusion.

[1]A. Brandt. Multilevel Adaptive Solutions to Bound-
ary Value Problems. Mathematics of Computation,
31(138):333-390, 1977

[2] J. Rosam, A.M. Mullis, and P.K. Jimack A fully-
implicit, fully adaptive time and space discretisation
method for phase-field simulation of binary alloy so-
lidification. J. of Comp. Phys., 225:1271-1287, 2007.

[3] W. Hackbusch. Multi-Grid Methods and Applica-
tions, Springer-Verlag, 1985

On the evaluation complexity of constrained
smooth optimization

Coralia Cartis & Nick Gould & Philippe Toint (Uni-
versity of Edinburgh)

We propose a new termination criteria suitable for
potentially singular, zero or non-zero residual, least-
squares problems, with which cubic regularization vari-
ants take at most O(ǫ−3/2) residual and Jacobian eval-
uations to drive either the Euclidean norm of the resid-
ual or its gradient below ǫ; this is the best-known
bound for potentially rank-deficient nonlinear least-
squares problems. We then apply the new optimal-

ity measure and cubic regularization steps to a fam-
ily of least-squares merit functions in the context of
a target-following algorithm for nonlinear equality-
constrained problems; this approach yields the first
evaluation complexity bound of order ǫ−3/2for noncon-
vexly constrained problems when higher accuracy is
required for primal feasibility than for dual firstorder
criticality. We extend our results to also include the
evaluation complexity of least-squares problems with
convex inequality constraints and to the general non-
linear inequality and equality constrained optimiza-
tion problem.

Asymptotic analysis of interior transmission eigen-
values for a perfect conducting body coated by
a thin dielectric layer

Nicolas Chaulet & Fioralba Cakoni & Houssem Had-
dar (University College London)

A new eigenvalue problem, the so-called interior trans-
mission eigenvalue problem (ITEP), appeared in the
nineteen eighties in the context of inverse scattering
problems. The interior transmission eigenvalues are
related to non scattering frequencies. More precisely,
when such eigenvalue exists for a given dielectric ob-
ject, it corresponds to a frequency for which there ex-
ists an incident wave that almost does not scatter.
Recently, it has been noticed that these eigenvalues
may be computed from multi static far field data and
therefore they can be used for non destructive testing
of materials.

We focus in this talk on the ITEP related to the scat-
tering by an object which is a perfectly conducting
body modelled by an open bounded domain Ωδ, which
is coated by a thin dielectric layer of thickness δ. We
denote Ω the domain that corresponds to the union
of Ωδ and the thin layer. The corresponding ITEP
writes: find kδ > 0 such that there exists a non trivial
solution (wδ, vδ) to the following coupled problem























∆wδ + k2
δn

2wδ = 0 in Ω \ Ωδ,

∆vδ + k2
δvδ = 0 in Ω,

∂vδ

∂ν
=
∂wδ

∂ν
, vδ = wδ on ∂Ω,

wδ = 0 on ∂Ωδ

(15)

where n denotes the refractive index of the layer and
ν denotes the outward unit normal to Ω. Existence of
such eigenvalues has been proven in for small index of
refraction of the coating. We go further in understand-
ing the problem by providing a rigorous asymptotic
development of the first transmission eigenvalue with
respect to δ up to the second order. We finally prove
that this eigenvalue problem can be approximated by
an eigenvalue problem for the −∆ operator in Ω with
Robin (or classical impedance) boundary condition.
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The Closest Point Method and Multigrid solvers
for elliptic equations on surfaces

Yujia Chen & Colin Macdonald (University of Ox-
ford)

This talk concerns the numerical solution of elliptic
partial differential equations posed on general smooth
surfaces by the Closest Point Method. Based on the
closest point representation of the surface, we formu-
late an embedding equation in a narrow band sur-
rounding the surface, then discretize it using standard
finite differences and interpolation schemes. In order
to solve the resulting large sparse linear systems, we
propose a specific geometric multigrid method which
makes use of the closest point representation of the
surface.

High Order Block Implicit Multistep (HOBIM)
Methods for the Solution of Stiff Ordinary Dif-
ferential Equations

J. P. Chollom G.M.Kumleng & S.Longwap (Uni-
versity of Jos)

The Search for higher order A-stable linear multi-step
methods has been the interest of many numerical an-
alyst and has been realised through either through
higher derivatives of the solution or inserting addi-
tional off step points ,supper future points and the
likes. These methods are suitable for the solution of
stiff differential equations which exhibit characteris-
tics that place severe restriction on the choice of step
size. It becomes necessary that only methods with
large regions of absolute stability remain suitable for
these kind of equations. In this paper, high order
block implicit multi-step methods of the hybrid form
up to order twelve have been constructed using the
multi-step collocation approach. This is achieved by
inserting one or more off step points. The accuracy
and stability properties of the new methods are in-
vestigated and are shown to yield A-stable methods,
a property desirable of methods suitable for the solu-
tion of stiff ODEs. The new high order block implicit
multi-step methods used as block integrators tested
on stiff systems of ODEs reveal that they compete fa-
vorably with the state of the art Matlab ode23 code.

Multi Level Monte Carlo Methods for Atmo-
spheric Dispersion Modelling

Sarah Cook, Rob Scheichl & Eike Mueller (Univer-
sity of Bath)

The fast and accurate prediction of the transport and
spread of airborne pollutants is important both for
atmospheric research and in emergency response ap-

plications, such as during the eruption of the Eyjaf-
jallajkull volcano in 2010, which caused widespread
disruption to European air travel.

The Met. Office’s dispersion model (NAME) cur-
rently uses standard Monte Carlo particle methods
to simulate unresolved turbulence in the atmosphere.
However, the slow convergence of such methods often
restricts the accuracy with which predictions can be
provided on operational time scales. Multilevel Monte
Carlo methods have shown great promise in other ap-
plication areas, such as mathematical finance, to re-
duce the variance and thus allow for more complex
scenarios to be modeled in a shorter time [Giles, Oper-
ations Research 56(3): 607-617, 2008]. Loosely speak-
ing, the computational cost is reduced by computing
a large number of cheap but inaccurate samples to
reduce statistical noise and by then correcting these
results with the refinements from more accurate (and
more computationally expensive) samples to reduce
the bias.

The SDEs describing the transport and dispersion of
atmospheric pollutants have a very similar structure
to those encountered in mathematical finance and we
will present both numerical and analytical results which
demonstrate the effectiveness of the multilevel approach
for an Ornstein-Uhlenbeck process, which can be used
as simplified model equation for homogenous atmo-
spheric turbulence. We also investigate the perfor-
mance of the multilevel method for a more realistic
scenario which describes the transport and spread of
pollutants in a moderate-wind neutral boundary layer.

On the volume integral equation in electromag-
netic scattering

Martin Costabel & Eric Darrigrand & Hamdi Sakly
(Universit de Rennes 1)

Formulating the scattering of electromagnetic waves
by a penetrable object in the frequency domain via a
volume integral equation is quite popular with physi-
cists. There exist even widely used numerical codes
based on this formulation (“discrete dipole approxi-
mation”), but the mathematical analysis is far from
complete. The volume integral equation, sometimes
called Lippmann-Schwinger equation, is a strongly sin-
gular integral equation, and it still poses interesting
mathematical problems of a basic nature, even for
the simple case of piecewise constant coefficients. In
the talk, results about the essential spectrum of the
volume integral operator will be presented, with em-
phasis on methods that work for non-smooth (Lips-
chitz) boundaries. It turns out that there is a way
to transform the strongly singular integral equation
into an equivalent coupled system of weakly singu-
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lar volume integral equations and boundary integral
equations such that the question of Fredholmness is
reduced to that of well-known scalar boundary inte-
gral operators. A previous method of reduction to
a coupled system of volume/boundary integral equa-
tions [1] led to a system of boundary integral equa-
tions that allowed a simple analysis only for smooth
domains.

[1] M. Costabel, E. Darrigrand, H. Sakly: On
the essential spectrum of the volume integral opera-
tor in electromagnetic scattering. C. R. Acad. Sci.
Paris , Ser. I 350 (2012) 193–197.

Optimal Scaling Parameters for RBF-FD Aprox-
imation of Poisson Equation

Oanh Thi Dang, Oleg Davydov & Hoang Xuan Phu
(Thai Nguyen University of Information and Commu-
nication Technology)

We investigate the influence of the scaling parame-
ter of the radial basis functions (RBF) in the meshless
RBF-FD method with irregular centres for solving the
Poisson equation. Numerical experiments show that
the optimal scaling parameter strongly depends on the
RBF and the test problem, but insignificantly on the
density of the centres. Therefore, we develop an al-
gorithm to compute effectively a near-optimal scaling
parameter, which is based on comparison of RBF so-
lutions on nested sets of centres. As result, we can
obtain solutions of the PDE with accuracy compara-
ble to those computed by linear finite elements on the
same discretisation centres and with comparable den-
sity/bandwith of the system matrix.

Numerical Solution of Monge-Ampère Equa-
tion on Domains Bounded by Piecewise Conics

Oleg Davydov & Abid Saeed (University of Strath-
clyde)

We introduce new C1 polynomial finite element spaces
for curved domains bounded by piecewise conics us-
ing Bernstein-Bézier techniques. These spaces are em-
ployed to solve fully nonlinear elliptic equations. Nu-
merical results for several test problems for the Monge-
Ampère equation on domains of various smoothness
orders endorse theoretical error bounds given previ-
ously by K. Böhmer.

Remarks on two integral operators and numeri-
cal methods for Cauchy Singular Integral Equa-
tions

Maria Carmela De Bonis (University of Basilicata)

In [1], the mapping properties of the singular integral
operator

(Dα,−αf)(x) = (cos πα)vα,−α(x)f(x)−

sinπα

π

∫ 1

−1

f(y)
vα,−α(y)

y − x
dy,

where vα,−α(x) = (1 − x)α(1 + x)−α, 0 < α < 1, is a
Jacobi weight, have been studied in Zygmund spaces
equipped with uniform norm. In [2], using such prop-
erties, numerical methods for solving the following
well-known Cauchy singular integral equation (CSIE)
of index 0

(Dα,−α +Kα,−α)f(x) = g(x), (16)

where Kα,−α is a compact perturbation, have been
proposed when 1

2 ≤ α < 1.

In this talk, the author, first will extend the above
mentioned mapping properties in larger Zygmund spaces
and, then will propose two quadrature methods for
solving (??) that are stable and convergent for any
choice of the parameter 0 < α < 1. Error estimates
in Zygmund norm will be given and some numerical
tests will be shown.

The following Cauchy equation of index 1

(D−α,α−1 +K−α,α−1)f(x) = g(x)

∫ 1

−1

f(x)v−α,α−1(x)dx = 0,

will be also considered.

[1] G. Mastroianni, M. G. Russo, W. Themistoclakis:
The boundedness of a Cauchy integral operator in weighted
Besov type spaces with uniform norms, Integral Equa-
tions Operator Theory, 42 (2002), no. 1, 57–89.
[2] M. C. De Bonis, G. Mastroianni: Direct methods
for CSIE in weighted Zygmund spaces with uniform
norm, Riv. Mat. Univ. Parma., 2 (2011), 29-55.

A multilevel sparse kernel-based stochastic col-
location finite element method
for elliptic problems with random coefficients

Zhaonan Dong & Emmanuil H Georgoulis (Uni-
versity of Leicester)

A stochastic collocation finite element method for the
numerical solution of elliptic boundary value problems
(BVP) with random coefficients, based on multilevel
sparse-kernel based quadrature, is proposed. Assum-
ing that the randomness is governed by a finite num-
ber of random variables with given probability distri-
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butions, the elliptic problem is transformed to its re-
spective high-dimensional representation on the prod-
uct of the BVP solution and probability spaces.

The method for solving the problem consists of a finite
element approximation in the physical space, along
with a collocation technique for the approximation of
the integrands of the integrals in the probability space.
The collocation technique is based on the Multilevel
Sparse Kernel-Based Interpolation (MLSKI) recently
presented in [E.H.Georgoulis, J.Levesley & F.Subhan,
Multilevel sparse kernel-based interpolation. SIAM
Journal on Scientific Computing 35(2) pp. A815A831
(2013)], which can be viewed as a sparse-grid-type
algorithm based on radial-basis functions for the in-
terpolation dimensional functions. Consequently, the
method solves uncoupled deterministic problems on
each collocation point.

Numerical examples show the effectiveness of this al-
gorithm. In particular, it demonstrates at least alge-
braic convergence with respect to the total number of
collocation points in up to 11 dimensions.

Optimisation and conditioning in variational
data assimilation

Adam El-Said & N.K. Nichols, A.S. Lawless (Uni-
versity of Reading)

Data assimilation combines observations with a dy-
namical model of a system. The aim is to estimate the
most likely state of the system given the observations.
Data assimilation is an essential tool used in numerical
weather prediction (NWP) to obtain accurate weather
forecasts. It is cyclic in that it is applied at fixed time
intervals (6 or 12 hours in the context of NWP) and
the beginning of each cycle incorporates the previous
forecast. This previous forecast is known as the ’back-
ground’. Statistical errors in the observations and
the background are assumed to be independent and
follow a Gaussian distribution. Variational data as-
similation incorporates these errors into a non-linear,
least-squares objective function that is constrained by
the flow of the dynamical model. Four-dimensional
variational data assimilation (4DVAR) seeks the op-
timal least-squares fit of the model trajectory to the
observations over a fixed time interval, known as the
‘assimilation window’. The underlying assumption in
4DVAR is that the dynamical model is perfect.

The relaxation of the ‘perfect model’ assumption gives
rise to ‘model error’. The errors in the model are
also assumed to have Gaussian statistics. Therefore
the objective is now to find an optimal estimate of
the states across the assimilation window, given the
error statistics in the background, observations and

the model. This is known as weak-constraint 4DVAR.
There are two formulations of the weak-constraint prob-
lem, which possess some interesting characteristics and
properties. One formulation aims to estimate the op-
timal states at each time in the assimilation window.
The alternative aims to estimate the optimal initial
state and simultaneously the ‘model error adjustments’
for the assimilation window.

We are interested in using gradient-based iteration
procedures to find the optimal estimate of the states.
We gain insight into the accuracy and ‘uniqueness’
of the solution and the speed of the iterative solver
by studying the condition of the Hessian of the ob-
jective function. Theoretical bounds on the L2 con-
dition number of the Hessian are derived here and
demonstrated using a simple one-dimensional linear
advection model on a periodic domain. We present
numerical results to illustrate the effect of correla-
tion length-scales, variances and observation config-
urations on the conditioning of the problem. We also
discuss some fundamental differences between both
formulations and plans for future work.

Preconditioning Technique of Darcy’s Law in
Porous Media

Faisal Fairag & Hattan Tawfiq & Mohammed Al-
shahrani (KFUPM)

We consider the solution of system of linear algebraic
equations which is obtained from Raviart-Thomas mixed
finite element formulation of Darcy’s equations. In
[C.E. Powell and D. Silvester, Optimal Precondition-
ing for Raviart-Thomas Mixed Formulation of Second-
Order Elliptic problems, SIAM J. Matrix Anal. Appl.,
25(2003), pp. 718-738.], Powel and Silvester devel-
oped a block-diagonal preconditioner for this system.
In this research work, we extend their results by con-
structing a block-triangular preconditioner and estab-
lish an eigenvalue bound for the preconditioned ma-
trix. Several numerical tests confirm the theoretical
results. The preconditioned matrix is nonsymmetric
but it is self-adjoint in a nonstandard inner product. A
new method related to the Bramble-Pasiak Conjugate
Gradient method (BPCG) is introduced. Moreover, a
bound on the norm of the residual is studied. Numeri-
cal experiments illustrate good convergence properties
yielding a constant number of iterations versus prob-
lem size.

Loosely Coupled Parallel Computation of Lead-
ing Part Singular Value Decomposition

Sheng Fang & Raphael Hauser (University of Ox-
ford)
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The development of multicore processors and graphic
cards presents huge opportunities for scientific com-
puting. As fundamental techniques and tools, new
numerical linear algebra algorithms based on loosely
coupled parallelism(low synchronicity, low communi-
cation overhead) are strongly desirable. In this talk,
we present such an algorithm for computation of lead-
ing part singular value decomposition of very large,
not necessarily sparse, matrices. Theoretical analysis
and uses in several optimisation models are discussed.

RBF Multiscale Collocation for Second Order
Elliptic Boundary Value Problems

Patricio Farrell & Holger Wendland (University of
Oxford)

In this talk, we discuss multiscale radial basis func-
tion collocation methods for solving elliptic partial
differential equations on bounded domains. The ap-
proximate solution is constructed in a multi-level fash-
ion, each level using compactly supported radial basis
functions of smaller scale on an increasingly fine mesh.
On each level, standard symmetric collocation is em-
ployed. A convergence theory is given, which builds on
recent theoretical advances for multiscale approxima-
tion using compactly supported radial basis functions.

If time permits, we also discuss the condition numbers
of the arising systems as well as the effect of simple,
diagonal preconditioners. In particular, we present re-
sults that prove previous numerical observations made
by Fasshauer. More than a decade ago, he observed:

• There is no convergence in the stationary set-
ting, i.e. if the support radius at a given level
is chosen proportional to the mesh norm of that
level.

• There is convergence, if the support radii go
slower to zero than the mesh norms.

• In contrast to pure interpolation, even in the
stationary setting, the condition numbers of the
collocation matrices depend on the level.

• In the stationary case, a simple preconditioning
PAP = Py with a diagonal matrix P leads to a
level-independent condition number.

• This preconditioning technique does not lead to
a level-independent condition number in the non-
stationary setting, where convergence occurs.

A Class of L-Stable Implicit Trapezoidal-Like
Integrators for the Solution of Parabolic Par-
tial Differential Equations on Manifolds

Johnson Oladele Fatokun & Philip Iyakino Akpan
(Federal University)

A new Trapezoidal-type scheme is proposed for the
direct numerical integration of time-dependent partial
differential equations. This evolving system is usu-
ally stiff, so it is desirable for the numerical method
to solve it to have good properties concerning stabil-
ity. The method proposed in this article is L-stable
and at least of algebraic order three. It is increas-
ingly common to encounter partial differential equa-
tions (PDEs) posed on manifolds, and standard nu-
merical methods are not available for such novel sit-
uations. Here an L-Stable implicit Trapezoidal-like
numerical integrator was developed for solving Par-
tial Differential Equations on manifolds. This ap-
proach allows the immediate use of familiar finite dif-
ference methods for the discretization and numerical
solution. Presented here are the motivation and de-
tails of the method, illustration of its numerical con-
vergence and stability properties for a general case.
Numerical experiments illustrate the performance of
the new method on different stiff systems of ODEs af-
ter discretizing in the space variable some PDE prob-
lems.

On the matrix algebra of Lorentz transforma-
tions

Roger Fletcher (University of Dundee)

The Lorentz transformation plays an important part
in the theory of special and general relativity, and in
Maxwell’s equations. It has some interesting proper-
ties from a matrix algebra viewpoint which are ex-
plored in the talk. The various innovative predictions
of special relativity are usually explained in terms
of a simple 1+1 (one time and one space) dimen-
sional model of spacetime. However there is an ele-
gant general approach in 1+3D spacetime in terms of
a Lorentz matrix L which satisfies the matrix equation
LTJL = J where J is the so-called Minkowski metric
J = diag(−1, 1, 1, 1). This talk shows exactly how
the general case can be reduced to the simple case,
which is usually only hinted at in the literature. The
outcome is somewhat unexpected, and some interest-
ing properties of the matrix L are discovered along
the way. These include a generalised Cayley transfor-
mation, and simple ways of computing the Singular
Value Decomposition and the Polar Decomposition.
The geometrical interpretation of the reduction pro-
cess is explained.

Branching and Bounding Improvements for Lip-
schitz Global Optimization
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Jaroslav Fowkes & Coralia Cartis & Nicholas I. M.
Gould (University of Edinburgh)

We present improved bounding procedures in the con-
text of a recent global optimization algorithm based
on cubic regularization. The bounding procedures
are general and can be applied to any branch and
bound algorithm that uses estimates of the spectrum
of the Hessian or derivative tensor, as they are con-
structed using generalisations of Gershgorin’s theorem
and other spectral approaches.

In order to improve the branching aspects of the
algorithm, and using the proposed bounding proce-
dures, we develop parallel variants based on both data
parallel and task parallel paradigms and address im-
portant performance issues that arise such as doubling
of work and load balancing. Numerical testing of
the bounding techniques and parallel approaches on
a HPC cluster is presented with promising results.

Stabilization of convection-diffusion problems
by Shishkin mesh simulation. Recent develop-
ments.

Bosco Garćıa-Archilla (Universidad de Sevilla)

Shishkin mesh simulation is a novel technique to stabi-
lize numerical methods for convection-diffusion prob-
lems. It is based on simulating that the grid is the
coarse part of a Shishkin grid, although it can be ap-
plied on problems where Shishkin meshes are difficult
to build, including domains with nontrivial geome-
tries. The technique, which does not require adjusting
any parameter, has been shown in [1] to outperform
a good deal of methods of choice today in tests that
include exponential and characteristic layers, interior
layers, domains with curved boundaries and convec-
tion with vortices. The tests in [1], however, con-
centrate on strongly convection-dominated problems.
Also, in [1] the technique was developed only for lin-
ear finite-elements. In the present talk we comment
on the extension to higher-order methods as well as
its application to problems with moderate convection.

[1] B. Garćıa-Archilla, Shishkin mesh simulation: A
new stabilization technique for convection-diffusion prob-
lems, Comput. Methods Appl. Mech. Engrg., 256 (2013),
1–16.

Generalized Arnoldi-Tikhonov Methods with
Applications to Sparse Reconstruction.

Silvia Gazzola (University of Padova)

This talk is focussed on the regularization of large-
scale discrete linear ill-posed problems by means of
Krylov subspace methods.

In the framework of the Arnoldi-Tikhonov methods, a
new algorithm employed to solve problems of the form

min
x∈RN

{

‖Ax− b‖2
2 + λ‖L(x− x0)‖

2
2

}

is introduced. No restrictions on the regularization
matrix L are made. In order to choose the regulariza-
tion parameter λ, a new efficient scheme based on the
discrepancy principle is presented.

Two strategies that generalize the previous approach
and that can be applied to solve problems of the form

min
x∈RN

{

‖Ax− b‖2
2 + λ‖x‖p

p

}

and
min

x∈RN

{

‖Ax− b‖2
2 + λTV(x)

}

are addressed. The first one involves flexible precondi-
tioning of the underlying Krylov subspaces, the second
one involves suitable restarts of the Arnoldi algorithm.

Numerical examples arising from the discretization of
integral equations and image restoration are given in
order to show the effectiveness of these new methods;
comparison with some other existing algorithms are
made.

This is a joint work with Paolo Novati (Univeristy
of Padova, Italy) and James Nagy (Emory University,
Atlanta, USA).

An Off-step Discretization for the Solution of
Two-space Dimensional Second Order Quasi-
linear Hyperbolic Equations

Venu Gopal & R. K. Mohanty (University of Delhi)

In this paper, we propose a new high accuracy nu-
merical method of order two in time and four in space
directions based on off- step discretization for the solu-
tion of two-space dimensional second order quasilinear
hyperbolic partial differential equations of the form

utt = A(x, y, t, u)uxx +B(x, y, t, u)uyy+

g(x, y, t, u, ux, uy, ut),

0 < x, y < 1, t > 0 subject to appropriate initial
and Dirichlet boundary conditions. We use only five
evaluations of the function g and do not require any
fictitious points to discretize the differential equation.
The proposed method is directly applicable to wave
equation in polar coordinates and when applied to a
linear telegraphic hyperbolic equation is shown to be
unconditionally stable. Numerical results are provided
to illustrate the usefulness of the proposed method.
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A practical dual gradient-projection method
for large-scale, strictly-convex quadratic pro-
gramming

Nick Gould, Jonathan Hogg & Jennifer Scott (STFC-
Rutherford Appleton Laboratory)

We consider solving a given large-scale strictly convex
quadratic program by applying the well-known accel-
erated gradient-projection method to its dual. While
this might seem at first sight to be inadvisable since
the dual Hessian is defined in terms of the inverse of
the primal one, it turns out that all operations may be
performed very efficiently so long as a sparse Cholesky
factorization of the primal Hessian may be found. In
particular, the gradient-projection part of each itera-
tion requires a sequence of “Cholesky forward solves”
with sparse right-hand sides, while the acceleration
part may be achieved using, for example, a suitably
preconditioned conjugate gradient method. Much use
is made of the Fredholm alternative. We illustrate per-
formance of this approach on standard large-scale QP
examples, and highlight the method’s use for warm-
starting. A new fortran package DQP will shortly be
available as part of GALAHAD.

Matrix-Free Physics-Based Preconditioned Krylov
Subspace Methods for 2D Particle Transport
Problem

Tong-Xiang Gu, Yan-Hua Cao & Xing-Ping Liu (In-
stitute of Applied Physics and Computational Mathe-
matics)

Source iteration is a iterative process usually used
to solve the particle transport problem. For physical
system containing subregions that are optically thick
and scattering-dominated, most of the particles un-
dergo many collisions before being captured or leak-
ing out, source iteration is inefficient and costly. In
this paper, we consider the popular preconditioned
Krylov subspace method. We show how to formulate
the total linear system in the discrete-ordinates and
how to choose the physics-based preconditioners. To
avoid too much large memory storage for coefficient
matrix and preconditioners, we adopt a matrix-free
technique. By this technique, the memory (excluding
a few more memory for vectors’s storage) needed in
the preconditioned Krylov method is as much as that
of the source iteration. Numerical experiments show
the number of iteration and CPU time for convergence
of the preconditioned BiCGSTAB methods are much
less than that of source iteration for the physical sys-
tem containing subregions that are optically thick and
scattering-dominated. In these difficult cases, the pre-
conditioned Krylov methods can be a quantity faster
than source iteration, while for simple physical sys-

tem where most of the particles undergo few collisions,
source iteration is not a bad choice.

Energy Law and Its Numerical Preservation
for Quasi-Incompressible Navier-Stokes Cahn-
Hilliard (NSCH) System with Variable Density

Zhenlin Guo & Ping Lin & John Lowengrub (Uni-
versity of Dundee)

We will present some recent work on phase-field model
for multiphase complex fluids. A Quasi-Incompressible
NSCH System, which obeys the energy law for vari-
able density, will be considered. A C0 finite element
method is designed for solving the coupled nonlinear
system, in which the energy law for the system can be
preserved accurately at the discrete level. Some nu-
merical results will be presented to demonstrate the
effectiveness of our numerical schemes and to validate
the robustness of the quasi-incompressible NSCH.

Symmetric General Linear Methods

Adrian Hill & John Butcher (University of Bath)

The talk considers symmetric general linear methods,
a class of numerical time integration methods which,
like symmetric Runge–Kutta methods, are applicable
to general time–reversible differential equations, not
just those derived from separable second–order prob-
lems. A definition of time–reversal symmetry is for-
mulated for general linear methods, and criteria are
found for the methods to be free of linear parasitism.
It is shown that symmetric parasitism–free methods
cannot be explicit, but a method of order 4 is con-
structed with only one implicit stage. Several charac-
terizations of symmetry are given, and connections are
made with G–symplecticity. Symmetric methods are
shown to be of even order. A suitable symmetric start-
ing method is constructed and shown to be essentially
unique. The underlying one–step method is shown
to be time–symmetric. Several symmetric methods
of order 4 are constructed and implemented on test
problems. The methods are efficient when compared
with Runge–Kutta methods of the same order, and
invariants of the motion are well–approximated over
long time intervals.

Tropical Eigenvalues

James Hook & Françoise Tisseur (University of Manch-
ester)

Tropical eigenvalues can be used to approximate the
order of magnitude of the eigenvalues of a classical
matrix or matrix polynomial. This approximation is
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useful when the classical eigenproblem is badly scaled.
For example

A =

[

105 −104
i 10−2

]

, V al(A) =

[

5 4
0 −2

]

.

The classical matrix A has eigenvalues λ1 = (−1+
0.000001i) × 105 and λ2 = (−0.01 − i) × 10−1 . By
taking the componentwise-log-of-absolute-value A cor-
responds to the max-plus matrix Val(A), which has
tropical eigenvalues tλ1 = 5 and tλ2 = −1. In this
talk I will give an overview of the theory of tropical
eigenvalues for matrices and matrix polynomials em-
phasising the relationship between tropical and clas-
sical spectra.

Space-Time Residual Distribution Schemes on
Moving Meshes

Matthew E Hubbard & Domokos Sármány & Mario
Ricchiuto (University of Leeds)

The residual distribution framework was developed as
an alternative to the finite volume approach for ap-
proximating hyperbolic systems of conservation laws
which would allow a natural representation of gen-
uinely multidimensional flow features. The resulting
algorithms are closely related to conforming finite ele-
ments, but their structure makes it far simpler to con-
struct nonlinear approximation schemes, and there-
fore to avoid unphysical oscillations in the numerical
solution. They have been successfully applied to a
wide range of nonlinear systems of equations, produc-
ing accurate simulations of both steady and, more re-
cently, time-dependent flows.

When designed carefully, these schemes have some
very useful properties. Firstly, they can be simultane-
ously second order accurate (in space and time) and
free of unphysical oscillations, even in the presence of
turning points in the solution. Secondly, the CRD
(Conservative Residual Distribution) formulation [1]
provides a very natural way to approximate balance
terms in a manner which automatically retains equi-
libria inherent in the underlying system. Finally, when
extended to support a discontinuous representation of
the dependent variables [2], allowing discontinuities
in time yields schemes which are unconditionally pos-
itive [3], i.e. they are free of unphysical oscillations
whatever size of time-step is taken. Discontinuities in
space provide a natural framework for approximating
shocks and applying weak boundary conditions.

This presentation will focus on space-time residual dis-
tribution schemes and ongoing work to develop uncon-
ditionally positive schemes for approximating multi-
dimensional, time-dependent problems. The first part
of the talk will outline schemes which combine sec-

ond order accuracy with unconditional positivity and
numerical results will be presented for the scalar ad-
vection equation and the shallow water equations (for
which the “well-balanced” property is also satisfied in
the presence of source terms representing variable bed
topography). This will be followed by a summary of
progress in the application of these schemes on adap-
tive, moving, meshes.

[1] Á. Cśık, M. Ricchiuto, H. Deconinck, A conservative

formulation of the multidimensional upwind residual dis-

tribution schemes for general nonlinear conservation laws,

J Comput Phys, 179(2):286–312, 2002.

[2] M.E. Hubbard, Discontinuous fluctuation distribution,

J Comput Phys, 227(24):10125–10147, 2008.

[3] D. Sármány, M.E. Hubbard, M. Ricchiuto, Uncondi-

tionally stable space-time discontinuous residual distribu-

tion for shallow-water flows, submitted to J Comput Phys

(INRIA Report RR-7958).

Least Squares h− p Spectral Element Methods
for Boundary Layer Problems on Nonsmooth
Domains

Akhlaq Husain (LNM Institute of Information Tech-
nology)

Boundary layers arise as solution components in sin-
gularly perturbed elliptic boundary value prob- lems
in the study of plates and shells in structural mechan-
ics and in heat transfer problems with small thermal
coefficients. Serious efforts have been made in the lit-
erature for resolution of bound- ary layers and the
approximation theory and convergence results for sin-
gularly perturbed problems on smooth domains have
been well established in late 90’ties within the frame-
work of finite dif- ference methods and finite element
methods. In case of non-smooth domains such as do-
mains with corners, in addition to the corner singulari-
ties, the boundary layers arise which are solution com-
ponents in a narrow neighborhood of the boundary of
the domain. Due to the presence of singularities, the
approximation becomes difficult and the conventional
numerical methods fail to provide accurate solutions
to the boundary layer problems on non-smooth do-
mains. It is known that the solution to a singularly
perturbed boundary value problem on non-smooth do-
mains can be decomposed into a smooth part, a corner
layer part and a boundary layer part. In this presenta-
tion we propose a least-squares h− p spectral element
method which will approximate the solution to bound-
ary layer problems on non-smooth domains with expo-
nential accuracy using parallel computers. To resolve
the boundary layers and corner singularities we use
local systems of coordinates. These local coordinates
(auxiliary mappings) are modified version of polar co-
ordinates. Away from the corners standard Cartesian
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coordinates are used. In the neighbourhoods of cor-
ners we use a geometrical mesh which becomes finer
towards the corners. The geometrical mesh becomes a
quasi-uniform mesh in the new system of coordinates.
We then derive differentiability estimates in these new
set of variables and a stability estimate on which our
method is based for a non- conforming h− p spectral
element method. A parallel preconditioner to solve
the normal equations is defined, using the stability
estimates.

Fourth Order Variational Formulation for Im-
age Registration

Mazlinda Ibrahim & Ke Chen (University of Liv-
erpool)

Registration is a crucial task in image processing par-
ticulary in medical imaging, target tracking, motion
estimation and satellite imagery. It seeks to find the
optimal transformation, so that the template image
becomes similar to the so-called given reference image.
In order to compute a transformation which matches
given images, two main components are combined.
Firstly, there must be a similarity measure to quan-
tify the extent to which a transformation has achieved
the matching goal. A common similarity measure
in mono-modal image registration is the sum of the
squared difference (SSD). Secondly, to overcome the
ill posed nature of registration problem, a measure
of transformation regularity is required. Typically,
the desired transformation is determined by minimis-
ing an energy functional consisting of a weighted sum
of these two measures. Several first order regularisa-
tion terms have been proposed to seek for a smooth
transformation but the models require an affine lin-
ear pre-registration. In order to remove the depen-
dency to the pre-registration step, second order term
is used in the regularisation part which do not penal-
ize rigid transformation. In this talk, I shall introduce
to the two second order regularisation terms in im-
age registration model which are Fischer and Moder-
sitzki (2003)’s curvature term that is linear and mean
curvature by Chumchob, Chen and Brito (2011) that
is highly nonlinear. In the variational formulations
setting, the minimiser is characterised by fourth or-
der Euler Lagrange equations. Numerical scheme will
employ to the discrete Euler Lagrange equations that
require a fast algorithm to solve the problem. Some
results for both models will be presented using multi-
grid method and brief discussion for multi-modal im-
age registration.

A Parallel Solver for the Forward Problem in
Electrical Impedance Tomography using DUNE
FEM

Markus Jehl, Timo Betcke, Andreas Dedner & David
Holder (University College London)

Electrical Impedance Tomography is an established
method to image changes of conductivity in geometri-
cally simple objects. The structure of the head compli-
cates the measurement of impedance changes within
the brain, as most of the applied current does not
pass the brain, but is diverted through the scalp and
cerebrospinal fluid (CSF) layers. Because only a small
portion of the injected current will actually flow through
the brain, we have a small signal-to-noise ratio. This
imposes strong precision requirements on both, the in-
strumentation and the modeling.

To our knowledge it has not yet been analysed sci-
entifically, how precise the forward model (i.e. the
finite element mesh (FEM) of the head) needs to be,
in order to detect changes in conductivity within the
brain. To study these precision requirements we need
to have a numerical solver which can quickly solve the
simplified (static) Maxwell’s equations on the FEM of
the head. By parallelisation we can segment the FEM
into several parts which will then be computed on a
group of processors. For our solver we used the C++
library DUNE FEM, which provides a good framework
of classes and functions that facilitate the creation of
a FEM solver supporting MPI, adaptive mesh refine-
ment and more.

Using the broadly accepted complete electrode model
for the modeling of the electrodes, our Poisson prob-
lem takes the following shape in the weak formulation

∫

Ω

σ∇v∇u +

L
∑

l=1

1

zl

∫

Γl

vu −

L
∑

l=1

1

zl|Γl|

∫

Γl

v

∫

Γl

u =

L
∑

l=1

1

|Γl|

∫

Γl

vIl,

where L is the number of electrodes, Γl is the surface
of electrode l, zl is the contact impedance, I is the
input current and σ the conductivity.

Having the simulated voltage distributions, we are
looking at optimal current patterns for different meshes
using the distinguishability measure

‖ve(σ1, j) − ve(σ2, j)‖/‖j‖ > ǫ, (17)

which can also give us an idea of the measurement
precision that is required to distinguish two different
conductivity distributions. Here, ve(σ1, j) denotes the
resulting electrode voltages for a conductivity distri-
bution σ1 when a current j is applied. By finding the
Neumann-to-Dirichlet map this leads to a generalised
eigenvalue problem on the surface mesh, which needs
to be solved efficiently.
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A posteriori error analysis for fully discrete
Crank – Nicolson schemes

Fotini Karakatsani, Eberhard Bänsch & Charalam-
bos Makridakis (University of Strathclyde)

We derive residual-based a posteriori error estimates
of optimal order for fully discrete approximations for
linear parabolic problem. The time discretization uses
the Crank–Nicolson method and the space discretiza-
tion uses finite element spaces that are allowed to
change in time. The main tool in our analysis is the
comparison with an appropriate reconstruction of the
discrete solution.

Application of Preconditioned Conjugate Gra-
dient Method to Some Challenging Large Scale
Problems in Computational Geomechanics

Omid Kardani, Andrei V. Lyamin & Kristian Krabben-
hoft (University of Newcastle, Australia)

The application of convex programming in solving op-
timization problems arising in Geomechanics has re-
cently been of growing interest and significant ad-
vances have been made in this field. Some of the
most important applications in Geomechanics include
traditionally difficult problems in plasticity, limit and
elastoplastic analysis and most recently granular con-
tact dynamics, which we focus on in this paper. This
problem can be formulated as convex programming,
particularly second order conic programming (SOCP).
Upon formulating the original problem as SOCP, it
can be efficiently solved by primal-dual interior point
method (IPM).

In each step of this method, in order to update the
current optimum point, a Newton search direction
vector needs to be calculated by solving a symmet-
ric positive definite (SPD) linear system of equation
which is usually highly ill-conditioned. Due to their
robustness and accuracy, the direct solvers have been
traditionally used for this task. However, for large
three dimensional problems direct solvers require pro-
hibitively high storage and computational efforts. There-
fore, the use of iterative solvers becomes imperative.
But iterative schemes are often far from being accu-
rate for highly ill-conditioned systems. This motivates
using appropriate preconditioners to enhance the effi-
ciency of the iterative solution schemes.

In our study, we use preconditioned Conjugate Gradi-
ent method (PCG) with the most popular incomplete
factorization preconditioning techniques in the frame-
work of IPM method and address the implementation
challenges, such as efficient choice of stopping criteria
for both outer and inner iterations, the preconditioner

based on the current solution approximate and other
parameters related to the PCG method.

Furthermore, some large scale sample geotechnical prob-
lems are solved by our proposed algorithm and the
results are discussed. Finally, some comments on the
methods which can improve the efficiency of the it-
erative solution schemes are provided and some sug-
gestion for future research in the field is presented,
particularly in terms of parallel computation.

LU factorization with panel rank revealing piv-
oting

Amal Khabou, James W. Demmel, Laura Grigori
& Ming Gu (University of Manchester)

We present a block LU factorization with panel rank
revealing pivoting (block LU PRRP), an algorithm
based on strong rank revealing QR for the panel fac-
torization. Block LU PRRP is more stable than Gaus-
sian elimination with partial pivoting (GEPP), with a
theoretical upper bound of the growth factor of (1 +
τb)(n/b)−1, where b is the size of the panel used dur-
ing the block factorization, τ is a parameter of the
strong rank revealing QR factorization, and n is the
number of columns of the matrix. For example, if
the size of the panel is b = 64, and τ = 2, then
(1 + 2b)(n/b)−1 = (1.079)n−64 ≪ 2n−1, where 2n−1 is
the upper bound of the growth factor of GEPP. Our
extensive numerical experiments show that the new
factorization scheme is as numerically stable as GEPP
in practice, but it is more resistant to some patholog-
ical cases where GEPP fails. We note that the block
LU PRRP factorization does only O(n2b) additional
floating point operations compared to GEPP.

Numerical solution of fourth order parabolic
partial differential equation using exponential
sextic splines

Arshad Khan and Pooja Khandelwal (Jamia Mil-
lia Islamia)

In this paper, we report three level implicit method of
high accuracy schemes of O(k4+h6) and O(k4+h8) for
the numerical solution of fourth order variable coeffi-
cient non-homogeneous parabolic partial differential
equation, that governs the behaviour of a vibrating
beam. Exponential sextic spline is used in space and
finite difference discretization in time. The linear sta-
bility of the presented method is investigated. It has
been shown that by suitably choosing the parameters
most of the previous known methods for homogeneous
and non-homogeneous cases can be derived from our
method. The presented methods are tested on two
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examples. The computed results are compared wher-
ever possible with those already available in literature.
This shows the superiority of the presented method.

Local Estimates of the Time-Stepping Error for
High-Order Splitting Methods

Othmar Koch & W. Auzinger, H. Hofstätter, and
M. Thalhammer (Vienna University of Technology)

We discuss the structure of the local error of high-
order split-step time integrators for nonlinear evolu-
tion equations of Schrödinger type in both a semi-
discrete and fully discretized setting,

u̇ = F (u), F (u) = Au+B(u),

where A = i∆ and B is a generally unbounded, non-
linear operator. Based on a rigorous analysis of the er-
ror structure which is detailed for a Laguerre–Fourier–
Hermite spatial discretization for a rotating Bose–Einstein
condensate, we introduce estimators for the local error
and prove their asymptotical correctness. The estima-
tors are based on embedded formulae for the method
coefficients or alternatively on the defect correction
principle. The resulting time-stepping strategies are
demonstrated to reflect the solution behavior well. Fi-
nally we assess the strategies’ efficiency by numerical
comparisons.

A New Splitting Method and its Analysis for
Non-autonomous Systems

Sıla Övgü Korkut & Gamze TanoĞLU (Izmir Katip
Çelebi University)

Operator splitting methods have been extensively ap-
plied to solve complicated systems of differential equa-
tions. In this process we split the complex problem
into several sub-problems, each of which can be solved
sequentially. In this study, we develop a new op-
erator splitting method combining the iterative idea
which involves Magnus expansion. We also investi-
gate its convergence properties by using the concepts
of stability, consistency, and order for both linear and
nonlinear non-autonomous systems. Several numeri-
cal examples are illustrated to confirm the theoretical
results by comparing frequently used methods.

A New Fifth-Order Derivative Free Newton-
type Method for Solving Nonlinear Equations

Manoj Kumar & Akhilesh Kumar Singh & Akanksha
Srivastava (Motilal Nehru National Institute of Tech-
nology)

In the present paper, we are concerned with a new

fifth order convergent Newton-type iterative method
with and without derivative for estimating a simple
root of the nonlinear equations. The error equations
are used to establish the fifth order of convergence
of the proposed iterative methods. Finally, various
numerical comparisons are made using MATLAB to
demonstrate the performance of the developed meth-
ods.

How to compute the reflection and transmis-
sion coefficients of a plane acoustic wave by a
low-porosity perforated plate ?

S Laurens, E. Piot, A Bendali, M Fares, & S Tordeux
(CERFACS)

Perforated plates and screens are widely used in engi-
neering systems due to their ability to absorb sound
or to reduce sound transmission, in a variety of appli-
cations including room acoustics and aeroacoustics.
They can be used as protective layers of porous mate-
rials, to form sandwich structures in aircraft fuselages
or as facing layers of liners. In this case, the perforated
plates are either backed by honeycomb cells which are
mounted on a rigid backplate or by a plenum acting
as a resonant cavity in gas turbine combustion cham-
bers.
In this work, we investigate the acoustic properties
of a low-porosity perforated plate in a compressible
ideal inviscid fluid in the absence of mean flow. Be-
cause the acoustic wavelength is large as compared
with the aperture size, each aperture can be consid-
ered as acoustically compact. This means that the
local motion through an aperture is assumed to be
incompressible. At a large enough distance from the
perforated plate, the scattered pressure field can be
decomposed into a reflected and a transmitted wave
where the reflection and transmission coefficients are
complex constants, depending on the acoustic prop-
erties of the plate. In particular, we show that they
can be expressed in terms of the Rayleigh conduc-
tivity of an isolated perforation by extending the ap-
proach introduced for the case of thick plates by [1].
The Rayleigh conductivity depends on the ratio of
the volume flux through the aperture by the differ-
ence in unsteady pressure between each sides of the
plate. Using the linearized momentum equation, it
can be expressed as a function of pressure only, but it
still require the computation of the solution to obtain
its value. For thin plates with a circular aperture, [2]
gives an analytical expression of this quantity. For un-
tilted cylindrical or conical apertures, one only have
the Howe’estimates [3], established empirically by as-
suming that the flow is potential and governed by the
linearized Helmholtz equation in the aperture if the
characteristic size of the hole is small in comparison
with the acoustic wavelength.
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Lower and upper bounds for the Rayleigh conductiv-
ity of a perforation in a thick plate are usually de-
rived from intuitive approximations and by reason-
ing based on physical observation like Howe’s. This
work addresses a mathematical justification of these
approaches, yielding accurate bounds for various ge-
ometries, untilted or tilted, with a conical shape or an
elliptical section. Accurate estimates of the Rayleigh
conductivity for a single perforation have a direct im-
pact on the precision of models used for predicting
the acoustic behavior of a perforated plate mainly on
the basis of its reflection and transmission coefficients.
It’ll be shown in this work how asymptotic expansions
can be used to derive first and second-order accurate,
albeit approximate expressions of these coefficients,
as well as of the effective compliance of the perforated
plate.

[1] F. G. Leppington and H. Levine. Reflexion and
transmission at a plane screen with periodically ar-
ranged circular or elliptical apertures, J. Fluid Mech.,
61:109–127, 1973.
[2] Lord Rayleigh. The Theory of Sound, volume 2,
Dover publications, New York, 1945.
[3] M. S. Howe. Acoustics of fluid-structure interac-
tion, 1998.
[4] S. Laurens, S. Tordeux, A. Bendali, M. Fares, and
R. Kotiuga. Lower and upper bounds for the Rayleigh
conductivity of a perforated plate, to appear in Math-
ematical Modelling and Numerical Analysis, 2013.

On the evaluation of some integral operators
with Mellin type kernel

Concetta Laurita (University of Basilicata)

We consider the numerical evaluation of integral trans-
form of the form

(Kf)(y) =

∫ 1

0

1

x
k

(y

x

)

f(x)dx, y ∈ (0, 1], (18)

for some given function k : [0,∞) → [0,∞) satisfying
suitable assumptions. These operators of Mellin con-
volution type are not compact and their kernels are
not smooth but contain a fixed strong singularity at
x = y = 0.

The mathematical formulation of many problems in
physics and engineering gives rise to the solution of
second kind integral equations involving operators of
the form (??). When we are interested in the numer-
ical solution of such equations by means of Nyström
or discrete collocation methods, efficient quadrature
formulas are necessary, in order to approximate the
integrals (Kf)(y), y ∈ (0, 1].

The aim of this talk is to propose an algorithm for the

evaluation of these integrals, since the fixed singular-
ity of the Mellin kernel at the origin makes inefficient
the use of the classical Gaussian rules when y is very
close to the endpoint 0.

Covariance Structure Regularization via En-
tropy Loss Function

Lijing Lin & Nicholas J. Higham & Jianxin Pan (Uni-
versity of Manchester)

The need to estimate structured covariance matrices
arises in a variety of applications and the problem is
widely studied in statistics. We propose a new method
for regularizing the covariance structure of a given
covariance matrix, in which the underlying structure
is usually blurred due to random noises particularly
when the dimension of the covariance matrix is high.
The regularization is made by choosing an optimal
structure from an available class of covariance struc-
tures in terms of minimizing the discrepancy, defined
via the entropy loss function, between the given ma-
trix and the class. A range of potential candidate
structures such as tridiagonal, compound symmetry,
AR(1), and Toeplitz are considered. Simulation stud-
ies are conducted, showing that the proposed new ap-
proach is reliable in regularization of covariance struc-
tures. The approach is also applied to real data anal-
ysis, demonstrating the usefulness of the proposed ap-
proach in practice.

On the computational modelling of cell migra-
tion and chemotaxis

John Mackenzie & Michael Nolan & Matt Neilson
& Steve Webb & Robert Insall (University of Strath-
clyde)

A computational framework is presented for the sim-
ulation of eukaryotic cell migration and chemotaxis.
An empirical pattern formation model, based on a
system of non-linear reaction-diffusion equations, is
approximated on an evolving cell boundary using an
Arbitrary Lagrangian Eulerian surface finite element
method (ALE-SFEM). The solution state is used to
drive a mechanical model of the protrusive an retrac-
tive forces on the cell boundary. Movement of the
cell is achieved using a parameterised finite element
method. Results are presented for cell migration with
and without chemotaxis. The simulated behaviour is
compared with experimental results of real cells.

Adaptive discontinuous Galerkin methods for
non-stationary convection-diffusion problems

Stephen Metcalfe (University of Leicester)
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This talk is concerned with the derivation of a robust a
posteriori error estimator for a discontinuous Galerkin
method discretisation of a linear non-stationary con-
vection diffusion initial/boundary value problem and
with the implementation of a corresponding adaptive
algorithm. More specifically, we derive a posteriori
bounds for the error in the L2(H1) + L∞(L2)-type
norm for an interior penalty discontinuous Galerkin
(dG) discretisation in space and a backward Euler dis-
cretisation in time. An important feature of the esti-
mator is robustness with respect to the Péclet number
of the problem which is verified in practice by a series
of numerical experiments. Finally, an adaptive algo-
rithm is proposed utilising the error estimator. Opti-
mal rate of convergence of the adaptive algorithm is
observed in a number of test problems.

Algorithmic and Parallel Scalability of Elliptic
Solvers in Atmospheric Modelling

Eike Hermann Mueller & Robert Scheichl (Uni-
versity of Bath)

Semi-implicit time stepping is very popular and widely
used in numerical weather- and climate prediction mod-
els for various reasons, particularly since it allows for
larger time steps and thus for better efficiency. How-
ever, the bottleneck in semi-implicit schemes is the
need for a three dimensional elliptic solve for the pres-
sure correction in each time step. With increasing
model resolution this elliptic PDE can only be solved
on operational timescales if highly efficient algorithms
are used and their performance and scalability to large
problem sizes can be guaranteed on massively parallel
computers.

We have studied both the elliptic PDE in the ENDGame
dynamical core of the Unified Model and a typical
model equation arising from semi-implicit semi-Lagrangian
time stepping; problems with a similar structure are
encountered in other areas of geophysical modelling,
such as ocean circulation models and subsurface flow
simulations. In particular, the vertical extent of the
domain is significantly smaller than the horizontal size
and one of the definining characteristics of elliptic
PDEs encountered in geophysical applications is a strong
anisotropy in the vertical direction. To take this into
account, these equations are usually discretised on
grids with a tensor-product structure with a unstruc-
tured (or semi-structured) horizontal mesh and a reg-
ular grid for each vertical column. We implemented
a bespoke, geometric multigrid solver based on [Börm
S., Hiptmair R., Numer. Algorithms 26: 2001. (1999)]
which exploits the grid structure and strong vertical
anisotropy.

We demonstrated the algorithmic scalability of a tensor-
product multigrid solver based on the latitude depen-
dent semi-coarsening approach in [Buckeridge S, Sche-
ichl R., Numerical Linear Algebra with Applications
17(2-3): 325-342 (2010)] for the pressure correction
equation in the ENDGame dynamical core and com-
pared it to the current one-level method (BiCGStab
preconditioned with vertical line relaxation). For the
model equation on grids with a tensor product struc-
ture we showed the superior performance of our matrix-
free geometric multigrid algorithm which avoids pre-
computation of the matrix and coarse grid setup costs.
We compared our method to existing AMG solvers
from the DUNE and Hypre libraries and demonstrated
its performance both in terms of absolute solution
time and parallel scalability as well as its robustness
for systems with more than 1010 degrees of freedom
on up to 65536 CPU cores of the HECToR supercom-
puter.

Computing the common zeros of two bivariate
functions via Bézoutians

Vanni Noferini & Yuji Nakatsukasa, Alex Townsend
(University of Manchester)

The real common zeros of two bivariate functions can
be computed by finding the common zeros of their
polynomial interpolants expressed in a tensor Cheby-
shev basis. From here we develop a bivariate rootfinder
based on the hidden variable resultant method and
Bézout matrices. Using techniques such as domain
subdivision, regularization of the Bézout matrix poly-
nomial, spurious roots analysis, and a local Bézout
rootfinding routine, we are able to accurately com-
pute the simple common zeros of two smooth func-
tions to essentially machine precision. As a result, we
can efficiently deal with high-degree (100 or more),
dense bivariate polynomials. Our robust algorithm
is designed to be compatible with Chebfun2, a soft-
ware package written in object-oriented Matlab for
computing with bivariate functions. More details on
Chebfun2 will be given in Alex Townsend’s talk.

This is joint work with Yuji Nakatsukasa (Manch-
ester/Tokyo) and Alex Townsend (Oxford).

A Fresh Start For Leapfrog

Terence Norton (University of Bath)

The Leapfrog method has the structure-preserving prop-
erties of time-symmetry & G-symplecticity, which are
desirable for the long–time numerical integration of
Hamiltonian systems. However, in common with other
explicit linear multistep methods, it is prone to para-
sitism. In this talk, we investigate the role that start-
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ing methods can play in triggering or suppressing par-
asitism. We study the effects of using

• A conventional Euler starter;

• A starter which respects time–symmetry;

• An iterative starter which eliminates parasitic
components at t = 0.

A Dicontinuous Galerkin Approach for Flows
in Porous Media

F.Z. Nouri & A. Assala (Adji Mokhtar University)

This paper is devoted to the numerical analysis study
of the coupled system of Navier-Stokes and Darcy
equations by means of the Beavers-Joseph-Saffman’s
condition on the interface. This model is discretized
using the discontinuous Galerkin finite element method
in the whole domain. We prove a priori and a posteri-
ori error estimates for the resulting discrete problem.
Some numerical experiments confirm the interest of
the discretization.

Approximation of Hadamard finite-part inte-
grals on the semiaxis

Donatella Occorsio & Maria Carmela De Bonis (Uni-
versity of Basilicata)

Hadamard finite-part integrals of type

∫ ∞

0

=
f(x)

(x− t)2
wα(x)dx,

where wα(x) = e−xxα, α > 0, is a Laguerre weight,
are of interest in the numerical approximation of hy-
persingular integral equations on the half-plane by us-
ing a BEM approach as discretization technique (see
[1]).

To our knowledge, most of the papers available in the
literature deal with the approximation of Hadamard
integrals on bounded intervals (see for instance [3] and
the references therein). On the other hand, in the case
of semifinite integrals, the existing procedures make
use of suitable transformation to bounded intervals
(see [1], [2]).

In this talk we propose two numerical methods for
approximating Hadamard integrals (??). The pro-
posed procedures use the global approximation based
on the zeros of Laguerre orthogonal polynomials. We
prove that they are stable and convergent in suit-
able weighted uniform spaces and give some error es-
timates. Finally, we show the performance of the pro-
cedures by some numerical tests.

[1] A. Aimi, M. Diligenti, Numerical integration schemes
for hypersingular integrals on the real line, Communi-
cations to SIMAI Congress, DOI: 10.1685/CSC06003
ISSN 1827-9015, Vol. 2 (2007).
[2] B.M. Della Vecchia, D. Occorsio, Some algorithms
for the numerical evaluation of Hadamard finite parts
integrals on the semi-axis, Scientific Review (1996), n.
21-22, pp.23-35
[3]G. Monegato, Numerical evaluation of hypersingu-
lar integrals, Journal of Computational and Applied
Mathematics 50 (1994) 9–31.

Regularity of the solution to a class of nonlin-
ear weakly singular integral equations

Arvet Pedas & Gennadi Vainikko (University of Tartu)

The differential properties of a solution to a nonlinear
weakly singular Uryson type integral equation are ex-
amined. Showing that the solution belongs to a special
weighted space of functions, the growth of its deriva-
tives near the boundary of the interval of integration
is described. We extend the corresponding results of
[1],[3] to a wider class of nonlinear weakly singular
integral equations having point singularities. In the
linear case similar results are obtained in [2].

[1] Pedas, A., Vainikko, G. The smoothness of solu-
tions to nonlinear weakly singular integral equations.
J. Anal. Appl., 13(3), 1994, 463 - 476.
[2] Pedas, A., Vainikko, G. Integral equations with di-
agonal and boundary singularities of the kernel. J.
Anal. Appl., 25(4), 2006, 487 - 516.
[3] Vainikko, G. Multidimensional Weakly Singular In-
tegral Equations. Berlin: Springer-Verlag, 1993.

IIPBF - a Matlab toolbox for computing infi-
nite integrals of products of Bessel functions of
the 1st and 2nd kind

Tilak Ratnanather (Johns Hopkins University)

A MATLAB toolbox, IIPBF, for calculating infinite
integrals involving a product of two Bessel functions
(Ja(ρx)Jb(τx), Ja(ρx)Yb(τx) or Ya(ρx)Yb(τx)) for non-
negative a, b and a kernel f(x), has been developed
and applied to several test cases. Based on a Fortran
algorithm previously developed for Ja(ρx)Jb(τx) only,
the toolbox first expresses the product as a sum of
fast and slow oscillating components and implements
a three step procedure of adaptive integration, sum-
mation and extrapolation. IIPBF utilizes customized
functions from SLATEC library conversion together
with quadgk, an adaptive Gauss-Kronrod quadrature.
The applicability of IIPBF to problems in fluid me-
chanics and imaging science suggest its functionality
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can be expanded to consider spherical Bessel func-
tions, real valued a, b and complex valued kernel. At-
tention will be paid to the problem of dealing with the
first two zeros of one component which can affect the
performance of quadgk.

A meshfree method for elasticity problems with
interfaces

Magda Rebelo & Nuno Martins (Universidade Nova
de Lisboa and CEMAT-Instituto Superior Técnico)

In this talk, we propose a meshfree method based on
fundamental solutions basis functions for a transmis-
sion problem in linear elasticity. The addressed prob-
lem consists in, given the displacement field on the
boundary, compute the corresponding displacement
field of an elastic object (which has piecewise con-
stant Lamé coefficients) . The Lamé coefficients are
assumed to be constant in non overlaping subdomains
and, on the corresponding interface (interior bound-
aries), non homogeneous jump conditions on the dis-
placement and on the traction vectors are considered.
The main properties of the method are analyzed and
illustrated with several numerical simulations in 2D
and 3D domains.

Higher Fréchet derivatives of Matrix Functions
and Applications

Samuel D. Relton & Nicholas J. Higham (Univer-
sity of Manchester)

For a matrix function f : C
n×n 7→ C

n×n we can de-
fine its Fréchet derivative Lf(A,E) ∈ Cn×n to be
the unique linear function that satisfies f(A + E) =
f(A) + Lf(A,E) + o(‖E‖) for any E. The Fréchet
derivative has been applied in matrix optimization,
model reduction, image registration and cancer anal-
ysis. Another use for the Fréchet derivative is to de-
fine the condition number of a matrix function (how
sensitive f(A) is to perturbations in A), which is a
measure of how accurately we can compute f(A) in
floating point arithmetic.

This talk describes some potential applications for higher
order Fréchet derivatives: in particular we use the
second Fréchet derivative to investigate the condition
number of computing a Fréchet derivative and the
level-2 condition number of a matrix function(sensitivity
of the condition number to perturbations in A). The
latter in particular seems an interesting area for future
research and shows complicated interaction

Construction of robust and efficient Implicit-
Explicit Runge-Kutta methods

T. Roldán & I. Higueras (Universidad Pública de
Navarra)

Space discretization of some time-dependent PDEs
gives rise to systems of ordinary differential equations
in additive form

y′ = f(y) + g(y) , y(t0) = y0 , (19)

where f, g : Rk → Rk are sufficiently smooth functions
with different stiffness properties. In these cases, im-
plicit methods should be used to treat the stiff terms
while efficient explicit methods can still be used for
the nonstiff part of the equation.

In this work we study different implicit-explicit Runge-
Kutta methods for additive differential equations of
the form (??). In the construction of Runge-Kutta
methods, properties like stability and accuracy should
be taken into account. However, in some contexts,
storage requirements of the schemes play an impor-
tant role. Low storage explicit Runge Kutta methods
have been studied by some authors [1],[2],[4],[5] in dif-
ferent contexts. Some analysis for IMEX methods can
be seen in [3].

In this study we construct different implicit-explicit
Runge-Kutta methods with good stability properties
and low storage requirements.

[1] Calvo, M., Franco, J., and Rández, L. Min-
imum storage runge-kutta schemes for computational
acoustics. Computers & Mathematics with Applica-
tions 45, 1 (2003), 535–545.
[2] Gottlieb, S., and Shu, C. Total variation di-
minishing Runge-Kutta schemes. Math. Comp 67,
221 (1998), 73–85.
[3] Happenhofer, N., Koch, O., and Kupka. Imex
methods for the antares code.
[4] Kennedy, C. A., Carpenter, M. H., and Lewis,

R. M. Low-storage, explicit runge–kutta schemes for
the compressible navier–stokes equations. Applied nu-
merical mathematics 35, 3 (2000), 177–219.
[5] Ketcheson, D. I. Highly efficient strong stability-
preserving runge-kutta methods with low-storage im-
plementations. SIAM Journal on Scientific Comput-
ing 30, 4 (2008), 2113–2136.

Numerical methods for Fredholm integral equa-
tions defined on the square

Maria Grazia Russo & Donatella Occorsio (Uni-
versity of Basilicata)

We deal with the numerical approximation of the so-
lution of Fredholm integral equations of the second
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kind, defined on the square S = [−1, 1]2,

f(x, y) − µ

∫

S

k(x, y, s, t)f(s, t)w(s, t) ds dt = g(x, y),

(20)
where w(x, y) := vα1,β1(x)vα2,β2(y) = (1 − x)α1(1 +
x)β1(1 − y)α2(1 + y)β2 , α1, β1, α2, β2 > −1, µ ∈ R.
k and g are given functions defined on [−1, 1]4 and
[−1, 1]2 respectively, which are sufficiently smooth on
the open sets but can have (algebraic) singularities on
the boundaries. f is the unknown function.

Some of the existing numerical procedures for solv-
ing (??) make use of collocation or Nyström meth-
ods based on piecewise approximating polynomials or
Montecarlo methods, or discrete Galerkin methods.

In our talk, following a well known approach in the
one dimensional case, we propose a global approxima-
tion of the solution by means of a Nyström method
based on a cubature rule obtained as the tensor prod-
uct of two univariate Gaussian rules and a polynomial
collocation method, both based on Jacobi zeros. The
reasons why this approach is not trivial is that there
are very few results in the literature about the poly-
nomial approximation in two variables.

Moreover the additional difficulty of considering func-
tions which can have singularities on the boundaries
can be treated only by introducing weighted approxi-
mation schemes and weighted spaces of functions.

We show that, under suitable assumptions on the weights,
the linear systems equivalent to the proposed methods
are uniquely solvable and well-conditioned. Moreover
we prove that both methods are stable and convergent,
giving error estimates in suitable two-dimensional Sobolev
spaces, equipped with the weighted uniform norm.

A priori convergence bounds for Hermitian in-
exact Krylov methods for eigenspaces

Christian Schröder & Ute Kandler (TU Berlin)

The methods of choice for computing an invariant sub-
space X of a large sparse MatrixA are Krylov methods
that search a sequence of Krylov subspaces Kk(A, v0)
of increasing dimension k for approximations of X .
When the matrix gets really large or rounding is in-
volved one has to deal with inexact Krylov subspaces.
The question arises whether Krylov methods still con-
verge and what convergence behavior can be expected.
We present a priori bounds on the angle between the
invariant subspace X of the Hermitian matrix A and
the k-th inexact Krylov subspace K̃k. The bound is in
terms of eigenvalues of A, their gaps and uses Cheby-
chev polynomials.

The bound constitutes a generalization of Saad’s the-
orem [Thm 6.3 in Saad, Numerical methods for large
eigenvalue problems, SIAM, 2011] in several respects:
i) it considers invariant subspaces instead of eigenvec-
tors; ii) it allows for inexactness in the formation of
the Krylov subspaces; iii) the eigenvalues correspond-
ing to X need not be well separated from the remain-
ing spectrum of A for the bound to be useful.

The presentation is supported by numerical experi-
ments.

On the Jacobi-collocation method for some non-
linear singular Volterra integral equations

S. Seyedallaei & T. Diogo & M. Rebelo (Instituto
Superior Técnico-Centro de Matemática e Aplicações)

We consider a nonlinear Volterra integral equation
whose solution is not differentiable at the origin. Due
to this behaviour the orders of convergence of collo-
cation and product integration methods are not opti-
mal. After an adequate change of variables the equa-
tion can be transformed into one whose solution has
better regularity properties. We show that the Jacobi-
collocation method can then be applied to yield higher
accurate approximate solutions. Some examples are
presented which illustrate the performance of the pro-
posed method.

Locating the Eigenvalues of Matrix Polynomi-
als

Meisam Sharify & Dario A. Bini & Vanni Noferini
(University of Manchester)

Some known results for locating the roots of poly-
nomials are extended to the case of matrix polyno-
mials. These results include a theorem by A.E. Pel-
let and some results based on the Newton polygon.
The Newton polygon is also used in “tropical alge-
bra” (or max-plus algebra) to compute the so-called
“tropical roots” which coincide with the opposites of
the slopes of the Newton polygon. It has been proved
by Hadamard, Ostrowski and Pólya that the moduli
of the roots of a scalar polynomial can be bounded
by the “tropical roots”. We extend these bounds to
the case of matrix polynomials and we show that the
tropical roots, which can be computed in linear time
and depend only on the norms of the matrix coeffi-
cients, can provide an a priori estimation of the mod-
uli of the eigenvalues. These extensions are applied
to determine effective initial approximations for the
numerical computation of the eigenvalues of matrix
polynomials by means of simultaneous iterations, like
the Ehrlich-Aberth method. Numerical experiments
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that show the computational advantage of these re-
sults are presented.

Determinants, inverses and matrix functions:
Modern iterative methods in computational statis-
tics

Daniel Simpson (NTNU)

Statistical problems are getting bigger. Statistical
computing, however, has some catching up to do. In
the particular case of classical Bayesian modelling of
spatial and spatio-temporal processes, numerical meth-
ods are almost always based around direct factorisa-
tions of covariance (and precision) matrices. When
replacing these direct methods with iterative meth-
ods, the challenge comes from the types of operations
that statisticians need to perform: log-determinants,
traces of products of inverses, and inverse square roots
of very large, ill-conditioned matrices all arise natu-
rally. In this talk I will outline several strategies for
solving these problems using a novel combination of
“preconditioning” and variance reduction techniques.
The trick is to remember that when “precondition-
ing” we do not need to compute the same number, but
rather we must make sure we solve the same problem!

Krylov Subspace Recycling for Families of Shifted
Linear Systems

Kirk M. Soodhalter, Daniel B. Szyld & Fei Xue
(Johannes Kepler University)

We address the solution of a sequence of families of
linear systems. For the ith family, there is a base co-
efficient matrix Ai, and the coefficient matrices for all
systems in the ith family differ from Ai by a multiple
of the identity, i.e.,

Aixi = bi and (Ai+σ
(ℓ)
i I)x

(ℓ)
i = bi for ℓ = 1 . . . Li,

where Li is the number of shifted systems in family i.
This is an important problem arising in various appli-
cations. We extend the method of subspace recycling
to solve this problem by introducing a GMRES with
subspace recycling scheme for families of shifted sys-
tems. This new method solves the base system using
GMRES with subspace recycling while constructing
approximate corrections to the solutions of the shifted
systems at each cycle. These corrections improve the
solutions of the shifted system at little additional cost.
At convergence of the base system solution, GMRES
with subspace recycling is applied to further improve
the solutions of the shifted systems to tolerance. We
present analysis of this method and numerical results
involving systems arising in lattice quantum chromo-
dynamics.

Implicit methods for fractional diffusion prob-
lems

Erćılia Sousa & Can Li (University of Coimbra)

A one dimensional diffusion problem is considered,
where a fractional derivative replaces the usual sec-
ond order derivative, leading to enhanced diffusion.
Fractional derivatives are non-local operators opposed
to the local behaviour of integer derivatives and they
can be defined through the Riemann-Liouville opera-
tor. We derive a second order discretization for the
Riemann-Liouville fractional derivative and then an
unconditionally stable weighted average finite differ-
ence method is obtained for the diffusion equation.
The stability of this scheme is established by von Neu-
mann analysis. Some numerical results are shown,
which demonstrate the efficiency and convergence of
the method.

Positive solutions of semi-linear elliptic equa-
tion using finite element approximation

Akanksha Srivastava & Manoj Kumar (Motilal Nehru
National Institute of Technology)

Numerical techniques for solving partial differential
equations have been developed very fast in recent years
to obtain approximate solutions for an initial or bound-
ary value problems involving nonlinear terms in differ-
ent dimensions. Present article describes the mathe-
matical modeling and finite element approximation to
study the existence and multiplicity of numerical pos-
itive solutions of logistic equation with sign-changing
weight function. We investigate the range of the real
parameter involve in the problem considered to achieve
the numerical solutions and discuss the behavior of the
branch of the solutions using MATLAB 7.0.

Evaluation and Design of Quadrature for Con-
tour Integral Based Eigenvalue Algorithms

Allan Struthers & Stephanie Kajpust & Mark Carl-
son (Michigan Technological University)

Recent algorithms for various eigenvalue problems ap-
proximate invariant subspaces using resolvents. As
an example, for the generalized eigenvalue problem
Av = λBv,

PγS = −
1

2πi

∮

γ

(A− zB)
−1
BS dz

gives the projection of a sample S ∈ Rn×p of p n-
vectors onto the eigenspace associated with the gener-
alized eigenvalues within the simple, positively-oriented
contour γ. Choosing a parametrization z(t) : 0 ≤ t ≤
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1 for γ and a q point quadrature scheme (with weights
ω1, ω2, · · · , ωq and evaluation points 0 ≤ t1 < t2 <
· · · < tq ≤ 1) gives the computation underlying the
FEAST algorithm [1],[4]

PγS ≈ T = −
1

2πi

q
∑

j=1

[ωj linsol (A− z(tj)B,BS) z′(tj)dt]

which is implemented in the recent MKL library re-
lease [5]. These algorithms adapt naturally to hierar-
chical parallel computer architectures. The number of
independent linear solves q and the number of vectors
in the sample p can be tailored to the available hard-
ware. The preprocessing (e.g computation of a sparse
LU decomposition) for each linear solve is shared by
the p right handsides with the final computation being
naturally embarassingly parallel.

Effective quadrature schemes are fundamental to such
algorithms. If p exceeds the eigen-dimension the columns
of PγS span the eigenspace. An effective quadra-
ture scheme produces columns of T which identify
the eigen-dimension and produce reliable basis for the
eigenspace. Current algorithms use general purpose
quadrature schemes: FEAST [1],[4],[5] uses Gauss points
on the upper half of real-axis-centered circular con-
tours for real-symmetric generalized eigenproblems;
Trapezoid rules on circular contours are used in [2],
[3] for nonlinear eigenproblems.

This presentation introduces tools to evaluate gen-
eral quadrature schemes for the specific integrations
that are involved in these resolvent-based algorithms.
These tools can guide the design of quadrature schemes
tailored for specific algorithms. The efficacy of these
schemes will be illustrated on the generalized eigen-
value problem.

[1] E. Polizzi, Density-Matrix-Based Algorithms for
Solving Eigenvalue Problems, Phys. Rev. B. Vol. 79,
2009.
[2] Asakura, J., Sakurai, T., Tadano, H., Ikegami, T.,
Kimura, K., A numerical method for nonlinear eigen-
value problems using contour integrals, JSIAM Let-
ters, 1, 2009.
[3] Wolf-Jurgen Beyn, An integral method for solving
nonlinear eigenvalue problems,
Linear Algebra and its Applications, 436, 10, 2012.
[4] P. Tang, E. Polizzi, Subspace iteration with Ap-
proximate Spectral Projection,
http://arxiv.org/abs/1302.0432, 2013.
[5] Introduction to the Intel MKL Extended Eigen-
solver, http://software.intel.com

An abstract multigrid framework applied to a
Stokes control problem

Stefan Takacs (University of Oxford)

In this talk we consider a Stokes control model prob-
lem (velocity tracking problem). The discretization of
the optimality system (KKT system) characterizing
the solution of such a PDE-constrained optimization
problem leads to a large-scale sparse linear system.
This system is symmetric but not positive definite.
Therefore, standard iterative solvers are typically not
the best choice. The KKT system is a linear system for
two blocks of variables: the primal variables (velocity
field, pressure distribution and control) and the La-
grange multipliers introduced to incorporate the par-
tial differential equation. Based on this natural block-
structure, we can verify that this system has a saddle
point structure where the (1, 1)-block and the (2, 2)-
block are positive semidefinite. Contrary to the case
of elliptic optimal control problems, the (1, 2)-block is
not positive definite but a saddle point problem itself.

We are interested in fast iteration schemes with con-
vergence rates bounded away from 1 by a constant
which is independent of the discretization parameter
(the grid size) and of problem parameters, like in the
regularization parameter in the model problem. To
achieve this goal, we propose an all-at-once multigrid
approach. In the talk we will introduced an abstract
framework which facilitates the construction and the
analysis of all-at-once multigrid methods for block-
structured problems. Based on this framework, we
will discuss the choice of an appropriate smoother and
sketch a convergence proof.

Acknowledgements. The research was funded by
the Austrian Science Fund (FWF): J3362-N25.

Exploiting low rank of damping matrices using
the Ehrlich-Aberth method

Leo Taslaman (The University of Manchester)

We consider quadratic matrix polynomials Q(λ) =
Mλ2 + Dλ + K corresponding to vibrating systems
with low rank damping matrix D. Our goal is to
exploit the low rank property of D to compute all
eigenvalues of Q(λ) more efficiently than conventional
methods. To this end, we use the Ehrlich-Aberth
method recently investigated by Bini and Noferini for
computing the eigenvalues of matrix polynomials. For
general matrix polynomials, the Ehrlich-Aberth method
computes eigenvalues with good accuracy but is un-
fortunately relatively slow when the size of the matrix
polynomial is large and the degree is low. We revise
the algorithm and exploit the special structure of our
systems to push down the bulk sub-computation from
cubic to linear time (in matrix size) and obtain an
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algorithm that is both fast and accurate.

A tree projection algorithm for wavelet-based
sparse approximation

Andrew Thompson & Coralia Cartis (University
of Edinburgh)

The discrete wavelet transform is a much-used tool
in digital signal processing, since it provides sparse
representations for piecewise-smooth signals. Its coef-
ficients can be naturally organized into a multi-scale
tree structure, with sparse approximations typically
forming rooted subtrees. We propose a dynamic pro-
gramming algorithm for projection onto a sparse wavelet
subtree. We prove that our algorithm has O(Nk) com-
plexity, where N is the dimension of the signal and
k is the sparsity of the tree approximation. While
other recently proposed algorithms solve relaxations
of the original integer program, and only give approx-
imate tree projections for a given sparsity, our algo-
rithm is guaranteed to compute the projection exactly.
We also present the results of numerical experiments
which illustrate the algorithm’s efficiency.

Adaptive Discontinuous Galerkin Methods for
Nonlinear Diffusion-Convection-Reaction Mod-
els

Murat Uzunca & Bülent Karasözen (Middle East
Technical University)

Many engineering problems such as chemical reaction
processes, combustion problems, transport in porous
media problems arising in petroleum and ground wa-
ter application are governed by coupled diffusion-convection-
reaction partial differential equations (PDEs) with non-
linear source or sink terms. In the linear case, when
the system is convection dominated, stabilized finite
elements and discontinuous Galerkin methods are ca-
pable of handling the nonphysical oscillations. Nonlin-
ear reaction terms pose additional challenges. Nonlin-
ear transport systems are typically convection and/or
reaction dominated with characteristic solutions pos-
sessing sharp layers. In order to eliminate spurious
localized oscillations in the numerical solutions dis-
continuity or shock-capturing techniques are applied
in combination with the streamline upwind Petrov-
Galerkin(SUPG) method.

In contrast to standard Galerkin finite element meth-
ods, the discontinuous Galerkin methods produce sta-
ble solutions without need of extra stabilization tech-
niques to overcome the spurious oscillations for con-
vection dominated problems. In this talk we present
the application of adaptive discontinuous Galerkin meth-
ods to time dependent convection dominated coupled

PDEs with Monod and Arhenius type reaction rates,
which occur in biodegradiation and combustion. A
posteriori error estimates for linear problems in space
discretization are extended to PDEs with nonlinear re-
action terms. Numerical results demonstrate the accu-
racy and efficiency of the adaptive DGFEM compared
over the SUPG and shock capturing techniques.

Product quasi-interpolation method for weakly
singular integral equations

Gennadi Vainikko & Eero Vainikko (University of
Tartu)

As a rule, the behaviour of a solution to a weakly sin-
gular integral equation with diagonal and boundary
singularities is singular at the end poins of the inter-
val. We use the well known change of variables to reg-
ularize the solution, and for the transformed equation
we construct a discretization based on the collocation
and a product quasi-interpolation by smooth splines.
The method is fully discrete and of an optimal accu-
racy.

We pay much attention to the computation of the ma-
trix elements in the matrix form of the method. Sim-
ple exact formulae are available, they are quite suit-
able for the matrix elements near the diagonal; in tra-
ditional methods difficulties appear namely here. Un-
fortunately, far from the diagonal, exact formulae be-
come unstable in standard arithmetics, but there ex-
ist effective stable approximate formulae which, con-
versely, become inaccurate near the diagonal; approx-
imate formulae are more labour consuming. We pay
much theoretical and numerical attention to the ques-
tion how far from the diagonal it is appropriate to
change the exact formulae against an approximate
one. In engineer computations where, say, an accuracy
O(E-5) of the numerical solution is sufficient, usually
all matrix elements can be computed via the exact
formula using double precision arithmetics.

Numerical Integration on the Sphere using an
Equal Area Mapping from the Regular Octa-
hedron

Jan Van lent (University of the West of England)

A typical way of constructing numerical integration
rules is to look for a set of points and corresponding
weights so that a weighted average of function values
at these points gives the exact result for all polynomi-
als up to a certain degree. To avoid possible sensitivity
to errors in the function values, it is important that
all the weights are positive. For numerical integration
on the sphere, it has been shown that it is actually
possible to find spherical t-designs. These are rules
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of polynomial accuracy up to degree t, where all the
weights are equal. However, finding sets of points that
achieve positive or equal weights using as few points
as possible, requires the solution of difficult nonlinear
optimisation problems. It is known that if, for a re-
quired degree of polynomial accuracy, we allow more
than the minimal number of points, finding integra-
tion rules with good properties can become easier.

We introduce a method for constructing numerical in-
tegration rules based on equal area mappings from a
polyhedron to the sphere. Specifically, based on an
equal area mapping from the regular octahedron to
the sphere, we propose a family of point sets that is
very easy to generate. For these given points, we show
that we can obtain weights that are positive and ac-
tually very close to being all equal. Furthermore, the
weights can be computed efficiently using standard
numerical linear algebra techniques, i.e., without hav-
ing to resort to nonlinear optimisation. The proposed
rules require more points than the standard tensor
product rules for numerical integration on the sphere,
but they are almost as easy to generate, the points
are more evenly distributed and the weights are much
closer to being all equal.

A C0 interior penalty method for a singularly-
perturbed fourth-order elliptic problem on layer
adapted meshes

Andreas Wachtel, H.-G. Roos & S. Franz (Univer-
sity of Strathclyde)

Trying to approach a fourth-order problem with a con-
forming method is computationally expen- sive, as fi-
nite elements need to be continuously differentiable
across inter-element boundaries. The continuous inte-
rior penalty method uses standard C0 finite elements
of degree k ≥ 2. In order to en- sure that the fi-
nite element method has a unique solution, jumps
of derivatives across inter-element boundaries are pe-
nalised. Choosing these penalties appropriately also
ensures convergence.

In 2002, the method was first constructed on domains
with smooth boundaries. Later, in 2005, an analysis
on polygonal domains was performed. In both cases
on shape-regular meshes of meshsize h and for not per-
turbed problems.

There are robust a-priori convergence results on shape-
regular meshes of meshsize h. In the presence of lay-
ers, however, the quantities of interest
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namely derivatives of first and second order, are ap-
proximated only poorly near the boundary.

As a first step to tackle this behaviour, we proved

an a-priori convergence result of the CIP method on
a layer-adapted mesh. Under reasonable assumptions
the method convergences uniformly and of almost or-
der k − 1 on layer-adapted meshes. The result is of
better order than the known robust result on standard
meshes. A by-product of the analysis is an explicit
lower bound for the penalty parameters whose choice
in literature usually is a weakness of penalty meth-
ods. In this talk, we present our a-priori convergence
result, a lower bound for the penalty parameter and
some numerical evidence.

Preconditioning for PDE-constrained optimiza-
tion

Andy Wathen (Oxford University, UK)

Many control problems for PDEs can be expressed as
Optimization problems with the relevant PDEs acting
as constraints. As is being discovered in other areas
such as multi-physics, there seem to be distinct advan-
tages to tackling such constrained Optimization prob-
lems ‘all-at-once’ or with a ‘one-shot’ method. That
is, decoupling of the overall problem in some loosely
coupled iterative fashion appears to be a rather poorer
approach than to compute on the fully coupled prob-
lem.

The use of iterative methods for the relavant lin-
ear algebra is crucial here since the overall dimensions
(including the Optimization and PDE) are usually
very large, but matrix vector products as required in
Krylov subspace methods such as MINRES are still
readily computed. The work to ensure rapid conver-
gence is in preconditioning and it is this topic that we
will mostly focus on in this lecture.

Mathematical Deblurring of Images for Non-
Blind and Blind Restoration

Bryan Williams & Ke Chen (University of Liver-
pool)

Blurring of images occurs in many fields and causes
significant problems in retinal imaging. Despite sig-
nificant developments in photographic techniques and
technology, blur is still a major cause for image qual-
ity degradation in clinical settings. This is due to
many factors such as the motion of the camera or
more commonly in the case of retinal images the target
scene, defocusing of the lens system, imperfections in
the electronic, photographic, transmission medium, or
obstructions. The age of the patient is also a relevent
factor as well as pre-existing conditions.

In any diabetic retinopathy screening programme, up
to 10% of the images received are ungradable due to
inadequate clarity or poor field definition. It is im-
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portant to obtain as much information as possible of
retinal vessels and other structures in order to facili-
tate treatment planning or to allow further processing.
Deblurring is a major technique that may be devel-
oped to restore the lost true image. This work also
has applications in segmentation which aims to dis-
tinguish objects in the foreground of an image from
objects in the background. There exist segmentation
models which can cope well with noise but struggle
with blurred images because the boundary of the ob-
ject of interest is not clear.

We can place most deblurring problems into two cate-
gories. Firstly, the non-blind case [Rudin, Osher &
Fatemi (1992)], where the kernel (blur function) is
known and we wish to restore the image. Secondly,
we have the blind case (Chan & Wong [1998]), where
neither the kernel nor the image is known and we wish
to recover both simultaneously. Since we usually do
not know the blurring function, a significant number of
problems fall into this category. Along with semi-blind
restoration, these techniques are important for appli-
cations such as medical imaging, astronomical imaging
and remote sensing.

In this talk, we follow the variational approach to
deblurring, which leads to solving large systems of
non-linear partial differential equations. Since such
problems are ill-posed, the objective function must be
regularized. While faster solvers are required to give
efficient yet accurate results using high-order mod-
els, one particular remaining challenge is to improve
the results of non-negatively constrained optimisation,
which can help to improve the quality of the restored
image or kernel. This is also useful for astronomical
imaging and in particular for blind deblurring where
the absence of positivity constraints can cause the
model to fail.

For the non-blind case, we use transformations to im-
pose positivity and hence convert the constrained prob-
lem of non-negative optimisation to a new unconstrained
problem where positivity is satisfied. Such transfor-
mations are necessarily non-linear and so we employ
lagging techniques and delay the linearisation until the
last moment in order to keep the linear approxima-
tion of the current estimate close to the non-linear
estimate. The results are competitive with Vogel and
Bardsley [2002]. We aim to generalise these results
to blind deconvolution where strict positivity can en-
hance the robustness of the results and improve on the
Chan-Wong formulation.

We present some recent examples of CMIT work in
this area using medical, non-medical and artificial im-
ages which have been corrupted by known blur in some
cases and by unknown blur in others. In the case of

known blur, we present the reconstructed images as
well as some examples of reconstructed blur functions,
where we assume that the true image is known, but
we want to know the cause of the degredation. In the
case of unknown blur, we present the reconstructed
images and blur functions.

Convergence of Gravitational Search Algorithm

Anupam Yadav & Kusum Deep
(Indian Institute of Technology Roorkee)

Gravitational Search Algorithm (GSA) is a recent heuris-
tic optimization algorithm. It is inspired by New-
ton’s basic physical theory that a force of attraction
works between every particle in the universe and this
force is directly proportional to the product of their
masses and inversely proportional to the square of dis-
tance between their positions. Gravitational search
algorithm is successfully employed for constrained as
well as unconstrained optimization problems. In the
present article a proof of convergence of GSA is em-
ployed. The convergence of GSA is analytically proved
with the help of recurrence relation approach.

vel = rand() × vel + acceleration

pos = pos+ vel

The velocity update equation and position update equa-
tions are considered as recurrence relation and the
converging point is evaluated by solving Eq. Where
acceleration is taken from the Newton’s law of mo-
tion i.e. acceleration = Force/mass. A statistical
method is employed for parameter choice involved in
the GSA.

Artificial Neural Network Technique for solv-
ing Troesch’s problem

Neha Yadav & Manoj Kumar (Motilal Nehru Na-
tional Institute of Technology)

An artificial neural network approach, based on the
back propagation algorithm, is presented for the nu-
merical solution of Troesch’s problem which occurs in
the investigation of the confinement of a plasma col-
umn by radiation pressure. In this article, a mathe-
matical model of the Troesch’s problem arising in con-
finement of plasma column is presented and solved for
two special cases of Eigen values using artificial neu-
ral network technique. The results of the proposed
method have been compared with the analytical so-
lutions as well as with some other existing numerical
methods in the literature. It is observed that the re-
sults obtained by this method are not only more pre-
cise but also the solution is provided on continuous
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finite time interval unlike the other numerical tech-
niques. The main advantage of the proposed approach
is that once the network is trained, it allows instanta-
neous evaluation of solution at any desired number of
points spending negligible computing time and mem-
ory.

Optimal active-set prediction for interior point
methods

Yiming Yan & Coralia Cartis (University of Edin-
burgh)

When applied to an inequality constrained optimiza-
tion problem, interior point methods generate iter-
ates that belong to the interior of the set determined
by the constraints, thus avoiding/ignoring the com-
binatorial aspect of the solution. This comes at the
cost of difficulty in predicting the optimal active con-
straints that would enable termination. We propose
the use of controlled perturbations to address this
challenge. Namely, in the context of linear program-
ming with only nonnegativity constraints as the in-
equality constraints, we consider perturbing the non-
negativity constraints so as to enlarge the feasible set.
Theoretically, we show that if the perturbations are
chosen appropriately, the solution of the original prob-
lem lies on or close to the central path of the per-
turbed problem and that a primal-dual path-following
algorithm applied to the perturbed problem is able to
predict the optimal active-set of the original problem
when the duality gap (for the perturbed problem) is
not too small. Encouraging preliminary numerical ex-
perience is obtained when comparing the perturbed
and unperturbed interior point algorithms’ active-set
predictions for the purpose of cross-over to simplex.

Towards the development and application of
optimal solvers for continuum models of tu-
mour growth

Fengwei Yang, Matthew E Hubbard and Peter K
Jimack (University of Leeds)

In this talk we will present details of our develop-
ment of nonlinear multigrid solvers for a variety of
time-dependant systems of PDEs. Example problems
will include models of thin film flows [1] and a Cahn-
Hilliard-Hele-Shaw system [2]. Our goal is to develop
efficient solution software that has stable second order
temporal discretization based upon implicit schemes.
We will demonstrate that through the use of FAS
multigrid we are able to achieve second order accuracy
in time and space at an optimal (O(N)) computational
cost.

The second half of the talk will show ongoing work
to extend these results to a phase field system for tu-

mour growth [3], and to discuss further extensions to:

• parallel implementation,

• adaptive meshing,

• 3-D.

[1] P.H. Gaskell, P. K. Jimack, M. Sellier and H. M.
Thompson. Efficient and accurate time adaptive multi-
grid simulations of droplet spreading. International
journal for numerical methods in fluids, 45: 1161-1186,
2004.
[2] S. M. Wise. Unconditionally stable finite differ-
ence, nonlinear multigrid simulation of the Cahn-Hilliard-
Hele-Shaw system of equations. Journal of scientific
computing, 44: 38-68, 2010.
[3] S. M. Wise, J. S. Lowengrub, V. Cristini. An
adaptive multigrid algorithm for simulating solid tu-
mor growth using mixture models. Mathematical and
computer modelling, 53: 1-20, 2011

Refinable C2 Piecewise Quintic Polynomials on
Powell-Sabin-12 Triangulations

Wee Ping Yeo & Oleg Davydov (University of Strath-
clyde)

We present a construction of nested spaces ofC2 macro-
elements of degree 5 on triangulations of a polygonal
domain obtained by uniform refinements of an initial
triangulation and a Powell-Sabin-12 split [3]. The new
refinable C2 macro-elements have degree 5 which is
substantially lower than degree 8 of the splines of [2]
and degree 9 of the refinable C2 spline spaces with
stable dimension suggested in [1]. The nestedness
of the spaces is achieved as in [1] by relaxing the
C3 smoothness conditions at the vertices of macro-
triangles, which allows to break the ‘super-smoothness
disks’ at the vertices into half-disks. The new macro-
elements have stable local minimal determining sets
(MDS) and therefore they can be used to construct
nested spline spaces with stable local bases and opti-
mal approximation power.

[1] O. Davydov, Locally stable spline bases on nested
triangulations, in “Approximation Theory X: Wavelets,
Splines, and Applications,” (C.K.Chui, L.L.Schumaker,
and J.Stöckler, Eds.), pp. 231–240, Vanderbilt Univer-
sity Press, 2002.
[2] O. Davydov and L. L. Schumaker, On stable local
bases for bivariate polynomial spline spaces, Constr.

Approx. 18 (2002), 87–116.
[3] O. Davydov and W. P. Yeo, Refinable C2 piece-
wise quintic polynomials on Powell-Sabin-12 triangu-
lations, J. Comp. Appl. Math. 240 (2013), 62–73.

On Dynamically Orthogonal Fields Approach
for Time Dependent Stochastic PDEs
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Tao Zhou (Chinese Academy of Sciences, Beijing,
China)

Joint work with Prof. Fabio Nobile & Prof.Tao Tang

In this work, we first review some popular approaches
for stochastic PDEs. Then, we concerned with the
convergence analysis for the Dynamically orthogonal
(DO) filed approach for time dependent stochastic PDEs.
First, we show that the DO approach is coincide with
a dynamically double orthogonal (DDO) approach,
which admit a strong relationship with the dynami-
cally SVD decomposition in the matrix context. By
adopting the analysis idea of dynamically SVD decom-
position by Lubich ,we show that the approximation
error of DO approach can be bounded by the best low
rank approximation (e.g., the truncated Karhunen-
Lòeve expansion), under some reasonable assumptions.
Then, by considering a simple example (the linear
parabolic problem with random initial data), we show
how the DO field approach works and its convergence
rate. We also discuss the implementation of the nu-
merical approaches for the resulting DO field system,
on the emphasize of the case when the initial covari-
ance matrix has singular eigenvalues. Numerical ex-
amples are provided to certify the theoretical findings.

Convexity and solvability of radial basis func-
tions with different shapes

Shengxin Zhu & Andy Wathen (University of Ox-
ford)

It is known that interpolation by radial basis func-
tions with the same shape parameter can guarantee
a non-singular interpolation matrix, so that solvabil-
ity is ensured. Whereas little was previously known
when using differing shape parameters. In this talk,
we prove that a class of compactly supported radial
basis functions(due to Wendland) are convex on a
certain part of their support. Based on this (local)
convexity and a simple local geometrical property of
the interpolation points, we construct sufficient con-
ditions which guarantee diagonal dominance interpo-
lation matrices that arise from these radial basis func-
tions with variate shape parameters. This proves the
solvability of the radial basis function interpolation
problem for these compactly supported radial basis
functions with differing shape parameters and differ-
ing support. Real-word applications will be supplied
to verify our results.
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